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ABSTRACT

We initiate a systematic study of computational models to analyze algorithms for massive datasets with missing or erased entries and study the relationship of our models with existing algorithmic models for large datasets.

We focus on algorithms whose inputs are naturally represented as functions, codewords, or graphs. First, we generalize the property testing model (Rubinfeld & Sudan (1996); Goldreich, Goldwasser, & Ron (1998)), one of the most widely studied models of sublinear-time algorithms, to account for the presence of adversarially erased function values. We design efficient erasure-resilient property testing algorithms for several fundamental properties of real-valued functions such as monotonicity, Lipschitz property, convexity, and linearity.

We then investigate the problems of local decoding (Katz & Trevisan (2000)) and local list decoding (Sudan, Trevisan, & Vadhan (2001)) of codewords containing erasures. We show that, in some cases, these problems are strictly easier than the corresponding problems of decoding codewords containing errors. Moreover, we use this understanding to show a separation between our erasure-resilient property testing model and the (error) tolerant property testing model (Parnas, Ron, & Rubinfeld (2006)). The philosophical message of this separation is that errors occurring in large
datasets are, in general, harder to deal with, than erasures.

Finally, we develop models and notions to reason about algorithms that are intended to run on large graphs with missing edges. While running algorithms on large graphs containing several missing edges, it is desirable to output solutions that are close to the solutions output when there are no missing edges. With this motivation, we define average sensitivity, a robustness metric for graph algorithms. We discuss various useful features of our definition and design approximation algorithms with good average sensitivity bounds for several optimization problems on graphs. We also define a model of erasure-resilient sublinear-time graph algorithms and design an efficient algorithm for testing connectivity of graphs.
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Information is now being generated and stored at an unprecedented rate. Harvesting and analyzing this information has the potential to deepen and enhance our understanding of human society and economy. It is thus critical to design efficient and scalable algorithmic solutions to solve computational problems on large datasets. Since faulty datasets are ubiquitous, the resilience of algorithms to imperfections in data is as crucial as their speed, memory efficiency, and accuracy.

Faults in datasets include both erroneous and missing entries. The problem of errors in data has been a topic of extensive research within various subareas of theoretical computer science such as robust statistics (Huber (2011)), machine learning (Kearns & Li (1993)), local error detection and correction (Yekhanin (2012); Goldreich (2011c)), and sublinear algorithms (Parnas et al. (2006)), to name a few. In contrast, the issue of missing entries in datasets has received much less attention.

Missing entries in datasets can occur for many reasons. The results of a survey can have missing responses if some of the participants feel uncomfortable answering questions that they deem sensitive. Large graphs such as social networks can have missing edges when individuals hide their friendship relations out of privacy concerns. Accidental deletion of records that are not backed up, or adversarial deletion of records by hackers can also lead to missing entries.

In this work, we propose novel computational models for algorithms to analyze massive datasets containing missing (or erased) entries. Further, we design efficient algorithms in our models for various well-studied problems, and investigate the relationship of our models to the existing models of algorithms for big data.
Our focus is on algorithms whose inputs can be represented as functions\textsuperscript{1}, code-words, or graphs. Moreover, a major part of the thesis is devoted to the study of sublinear-time algorithms (Goldreich (2011a,b); Ron (2009); Rubinfeld & Blais (2016); Goldreich (2017)), which are algorithms whose running time is sublinear in the length of the input representation.

First, we generalize the property testing model (Rubinfeld & Sudan (1996); Goldreich, Goldwasser, & Ron (1998)), one of the most widely studied models of sublinear-time algorithms, to account for the presence of adversarially erased function values. We design efficient erasure-resilient property testing algorithms for several fundamental properties of real-valued functions such as monotonicity, Lipschitz properties, convexity, and linearity.

We then investigate the problems of local decoding (Katz & Trevisan (2000)) and local list decoding (Sudan, Trevisan, & Vadhan (2001)) of codewords containing erasures. We show that, in some cases, these problems are strictly easier than the corresponding problems of decoding codewords containing errors. Moreover, we use this understanding to show a separation between our erasure-resilient property testing model and the (error) tolerant property testing model (Parnas, Ron, & Rubinfeld (2006)). The philosophical message of this separation is that errors occurring in large datasets are, in general harder to deal with, than erasures.

Finally, we develop models and notions to reason about algorithms that are intended to run on large graphs with missing edges. Large graphs with missing edges occur naturally in many contexts. For example, consider a social network, where a vertex corresponds to a user of the social network service and an edge corresponds to a

\footnote{Many objects can be viewed as functions. E.g., an $n$-element array of real numbers can be viewed as a function $f : [n] \rightarrow \mathbb{R}$, an image—as a map from the plane to the set of colors, and a graph—as a map from the set of vertex pairs to $\{0,1\}$.}
friendship relation between users. It is reasonable to assume that users do not always update new friendship relations on the social network service, and that sometimes they do not fully disclose their friendships because of security or privacy reasons. Hence, we can only obtain an approximation $G'$ to the true social network $G$. This brings out the need for algorithms that can extract information on $G$ by solving a problem on $G'$. Moreover, as the solutions output by a graph algorithm are often used in applications such as detecting communities (Newman (2004, 2006)), ranking nodes (Page et al. (1999)), and spreading influence (Kempe et al. (2003)), the solutions output by an algorithm on $G'$ should be close to those output on $G$. With this motivation, we define average sensitivity, a robustness metric for graph algorithms. We discuss various useful features of our definition and design approximation algorithms with good average sensitivity bounds for several optimization problems on graphs. We also define a model of erasure-resilient property testing for graphs and design an efficient algorithm for testing connectedness.

1.1 OVERVIEW OF OUR CONTRIBUTIONS

Property testers (Rubinfeld & Sudan (1996); Goldreich et al. (1998)) form an important class of sublinear-time algorithms. We begin by modeling and studying property testing algorithms that work in the presence of partially erased data. In the standard property testing model, a tester accesses the input function (which formalizes a dataset) via an oracle. With very few exceptions, all property testers studied in this model rely on the oracle to provide function values at all queried domain points\(^2\).

\(^2\)Property testing algorithms with various distributional assumptions on the input positions that the algorithms access have been investigated, for example, in Goldreich et al. (1998); Balcan et al. (2012); Goldreich & Ron (2016). There is also a line of work, initiated by Batu et al. (2013), that studies property testers that access distributions, as opposed to fixed datasets. In this work, we focus on fixed datasets.
We define the *erasure-resilient property testing* model in which we account for *erasures* in the input function. In our model, the oracle, upon receiving a tester query, returns a special symbol \( \perp \) if the point being queried is erased and the non-erased function value otherwise. We assume that erasures are made by an adversary (*adversarially*) before the tester starts querying the oracle (*obliviously*).

We design erasure-resilient property testers for a large class of properties. For some properties, our erasure-resilient testers are obtained by simply using standard testers as a black box. However, for certain more challenging properties, all existing standard testers are very likely to query specific points in the domain. If these points are erased, the algorithms break. We give efficient erasure-resilient testers for several important classes of such properties of functions, including monotonicity, the Lipschitz property, and convexity.

We extend our study of erasure-resilient property testing by relaxing the obliviousness assumption and modeling adversaries that have the power to erase input values during the execution of a testing algorithm. The motivation is that database administrators might want to selectively hide parts of a database (for privacy reasons) based on the history of queries made by an algorithm. In the *semi-oblivious erasure model*, an adversary can erase at most 1 point before seeing each query of the algorithm. We design a constant-query erasure-resilient tester against semi-oblivious adversary for linearity of Boolean functions over the Boolean hypercube. We also show that erasure-resilient sortedness testing is impossible against a semi-oblivious adversary.

Next, we study local decoding algorithms (Katz & Trevisan (2000); Yekhanin (2012); Goldreich & Levin (1989); Sudan et al. (2001)) that work in the presence of erasures. Local decoding in the presence of errors has been extensively studied,
but has not been considered explicitly in the presence of erasures. We prove an
analog of a famous result of Goldreich & Levin (1989) on local list decodability of
the Hadamard code. Specifically, we show that the Hadamard code is locally list
decodable in the presence of a constant fraction of erasures, arbitrary close to 1, with
list sizes and query complexity better than in the Goldreich-Levin theorem. We also
study the general relationship between local decoding in the presence of errors and in
the presence of erasures. We observe that every locally (uniquely or list) decodable
code that works in the presence of errors also works in the presence of twice as many
erasures (with the same parameters up to constant factors). We show that there is
also an implication in the other direction for locally decodable codes (with unique
decoding): specifically, that the existence of a locally decodable code that works in
the presence of erasures implies the existence of a locally decodable code that works
in the presence of errors and has related parameters.

Enabled by our understanding of erasures and errors in local decoding, we in-
vestigate the effects of adversarial errors or erasures in inputs on the complexity of
property testing algorithms. We first separate erasure-resilient testing from standard
testing. Specifically, we describe a property of binary strings of length $n$ such that
it can be tested in the standard model using a constant number of queries (indepen-
dent of the input length), but every erasure-resilient tester for the property has query
complexity $\Omega(n)$. We then separate erasure-resilient property testing from tolerant
testing by exploiting the difference in local list decoding capabilities of codes for the
same fraction of erasures and errors. That is, we describe a property of binary strings
of length $n$ that can be tested with a constant number of queries in the presence of
erasures, but requires $n^{\Omega(1)}$ queries for tolerant testing.

Our final focus is on developing models and metrics to systematically study algo-
rithms for large graphs with missing edges. We study this for polynomial time graph algorithms that are intended to run on smaller subgraphs of large graphs as well as for sublinear-time algorithms whose inputs are large graphs themselves.

While running graph algorithms on subgraphs of large graphs that contain several missing edges, it is desirable to output solutions that are close to the solutions output when there are no missing edges. We formalize this idea by introducing the notion of average sensitivity of graph algorithms. It is defined as the average earth mover’s distance between the output distributions of an algorithm on a graph and its subgraph obtained by removing an edge, where the average is taken over the edges removed. After deriving basic properties of average sensitivity, such as composition of algorithms with low sensitivity, we provide efficient approximation algorithms with low average sensitivity for concrete graph problems, including the minimum spanning forest problem, the global minimum cut problem, the maximum matching problem, and the minimum vertex cover problem. We also show that every algorithm for the 2-coloring problem has average sensitivity linear in the number of vertices. To show our algorithmic results, we establish and utilize the following fact: if the presence of a vertex or an edge in the solution output by an algorithm can be decided locally, then the algorithm has low average sensitivity. This fact allows us to reuse the analyses of known sublinear-time algorithms for graphs.

Our model for studying erasure-resilient sublinear-time algorithms for graphs is a direct generalization of the well-studied model of graph property testing defined by Parnas & Ron (2002). We assume that input graphs are represented by their adjacency lists. Erasures model missing entries in the adjacency lists of the input graph. Algorithms access the input graph via degree queries and neighbor queries. A degree query allows the algorithm to obtain the degree of an arbitrary vertex. A
neighbor query is of the form $(v, i)$, and the answer is the $i$-th entry in the adjacency list of vertex $v$. We show that, in our model, the problem of erasure-resiliently testing connectedness shows a threshold phenomenon. In particular, when the fraction of erasures is below a certain threshold, connectedness can be tested using a constant number of queries independent of the size of the input graph. However, when the fraction of erasures is at least that threshold, testing connectedness can require examining the entire graph.

1.2 ERASURE-RESILIENT PROPERTY TESTING

Erasure-resilient property testing model generalizes the standard property testing model of Rubinfeld & Sudan (1996) and Goldreich, Goldwasser, & Ron (1998) to account for the presence of oblivious adversarial erasures in the input.

Given a parameter $\alpha \in [0, 1)$, we say that a function is $\alpha$-erased if at most an $\alpha$ fraction of its domain points are marked as “erased” or protected (that is, an algorithm is denied access to these values). An algorithm that gets oracle access to an $\alpha$-erased function as its input does not know which values are erased until it queries the corresponding domain points. For each queried point $x$, the algorithm either learns $f(x)$ or, if $x$ is an erased point, gets back a special symbol $\bot$.

An $\alpha$-erasure-resilient $\varepsilon$-tester for a property $\mathcal{P}$ is given parameters $\alpha \in [0, 1), \varepsilon \in (0, 1)$ satisfying $\alpha + \varepsilon < 1$, along with oracle access to an $\alpha$-erased function $f$. The tester has to accept with high probability if $f$ can be completed to a function on the whole domain that satisfies the desired property $\mathcal{P}$ and reject with high probability if every completion of $f$ has to be modified in at least an $\varepsilon$ fraction of the domain in order to satisfy $\mathcal{P}$. In the latter case, we say that $f$ is $\varepsilon$-far from $\mathcal{P}$. As our focus is on property testers that work in the presence of adversarial erasures, the query
complexity of an $\alpha$-erasure-resilient tester is the number of queries it makes in the worst case over all $\alpha$-erased input functions.

**Generic Transformations.** Our first goal while designing erasure-resilient testers is to understand which existing algorithms in the standard property testing model can be easily made erasure-resilient. We show how to obtain erasure-resilient testers for some properties by using standard testers for these properties as black box. Our transformations apply to **sample-based testers**, which are testers that query uniformly and independently sampled points. More specifically, our first transformation works for **proximity oblivious testers** (POTs), defined by Goldreich & Ron (2011), that are, in addition, restricted to be sample-based. Our second transformation applies to sample-based testers for a class of properties that we call **extendable**. Loosely speaking, a property is extendable if (1) a function satisfying the property on a subdomain can be extended to a function satisfying the same property on the whole domain, and (2) a function that is $\varepsilon$-far from the property on a subdomain cannot be extended to a function on the whole domain that satisfies the property without changing the values on at least an $\varepsilon$ fraction of positions on the subdomain. Extendable properties are a generalization of a class of properties defined by Jha & Raskhodnikova (2013). Using our second transformation, we are able to obtain erasure-resilient testers for properties such as being a low-degree univariate polynomial (Rubinfeld & Sudan (1996)), monotonicity over general poset domains (Fischer et al. (2002)), convexity of black and white images (Berman et al. (2016b)), and Boolean functions over $[n]$ with at most $k$ runs of 0s and 1s.

---

3Sample-based testers were first considered by Goldreich et al. (1998). A systematic study of sample-based testers was initiated by Goldreich & Ron (2016) and continued by Fischer et al. (2015). Sample-based testers are also called uniform testers by Berman et al. (2016a,b,c) in their papers on testing image properties.
Erasure-Resilient Testers for more Challenging Properties. One challenge in designing erasure-resilient testers by using existing algorithms in the standard model as a starting point is that many existing algorithms are more likely to query certain points in the domain. Therefore, if these points are erased, the algorithms break. Specifically, some of the previously known optimal algorithms for testing whether a list of numbers is sorted\(^4\) have this feature. Moreover, it is known that an algorithm that makes uniformly random queries to test sortedness is far from optimal: it needs $\Theta(\sqrt{n})$ queries instead of the optimal $\Theta(\log n)$ for $n$-element lists (Ergün et al. (2000); Fischer (2004)).

There are a number of well studied properties for which all known optimal algorithms heavily rely on querying specific points. Most prominent examples include monotonicity, the Lipschitz properties and, more generally, bounded-derivative properties of real-valued functions on $[n]$ and $[n]^d$, as well as convexity of real-valued functions on $[n]$. It is also especially challenging to deal with real-valued functions in our model, because there are many possibilities for erased values. We give efficient erasure-resilient testers for all aforementioned properties of real-valued functions.

1.3 ERASURE-RESILIENT PROPERTY TESTING AGAINST SEMI-OBLIVIOUS ADVERSARY

In the erasure-resilient property testing model discussed above, we assumed that all the erasures are made obliviously, that is, before the algorithm starts querying the oracle. We study a generalization of this model by considering a semi-oblivious adversary, that, before seeing each query of the tester, erases at most 1 point.

\(^4\)There are at least four different algorithms (Ergün et al. (2000); Bhattacharyya et al. (2012); Chakrabarty & Seshadhri (2013); Belovs (2018)) for this problem.
of real-valued arrays (Ergün et al. (2000)), and linearity of Boolean functions over the Boolean hypercube (Blum et al. (1993)). We show that it is impossible to test sortedness against a semi-oblivious adversary. However, we show that linearity can be erasure-resiliently tested with a constant number of queries against semi-oblivious adversary.

1.4 ERASURES VERSUS ERRORS IN LOCAL DECODING

Intuitively, a family of codes is locally decodable in the presence of a specified type of corruptions (erasures or errors) if there exists an algorithm that, given oracle access to a codeword with a limited fraction of specified corruptions, can decode each desired character of the encoded message with high probability after querying a small number of characters in the corrupted codeword. In other words, we can simulate oracle access to the message by using oracle access to a corrupted codeword. This notion can be extended to local list decoding by requiring the algorithm to output a list of descriptions of local decoders.

Intuitively, a family of codes is locally list decodable in the presence of a specified type of corruptions if there exists an algorithm that, given oracle access to a corrupted codeword $w$, outputs a list of algorithms such that for each message $x$ whose encoding sufficiently agrees with $w$, there is an algorithm in the list that, given oracle access to $w$, can simulate oracle access to $x$. In addition to the usual quantities studied in the literature on error-correcting codes (such as the fraction of corruptions a code can handle, its rate and efficiency of decoding), the important parameters in local list decoding are the number of queries that the algorithms make to $w$ and the list size.

An approximate locally list decodable code is defined identically to a locally list decodable code except that the algorithms output by a decoder for such a code simulate
oracle access to strings that are close in Hamming distance to the original messages.

**Local Erasure Decoding versus Local Decoding.** First, we study the general relationship between local decoding in the presence of errors and in the presence of erasures. We observe that every locally list decodable code that works in the presence of errors also works in the presence of twice as many erasures (with the same parameters up to constant factors). Similar observations hold for local unique decoding and approximate local list decoding. We ask if locally list decodable codes or approximate locally list decodable codes that work in the presence of erasures can have significantly smaller list sizes and query complexity than locally list decodable codes or approximate locally list decodable codes of the same rate that work in the presence of errors. We also prove that such a statement cannot hold for the case of local unique decoding: specifically, we show that if a code is locally unique erasure-decodable, then there exists another comparable code that is locally unique decodable (up to minor losses in parameters).

**Local List Erasure-Decodability of Hadamard Code.** Local list decodability of the Hadamard code (see Definition 5.1.9) in the presence of errors is a famous result of Goldreich & Levin (1989). However, (local list) decoding of the Hadamard code is impossible when the fraction of errors reaches or exceeds 1/2. In contrast, we show that the Hadamard code is locally list decodable in the presence of any constant fraction of erasures in [0, 1). Moreover, the list size and the query complexity for our decoder is better than for the Goldreich-Levin decoder: for our decoder, both quantities are inversely proportional to the fraction of input that has not been corrupted, whereas for the Goldreich-Levin decoder they are quadratically larger. Thus, our Hadamard decoder demonstrates that a square-root reduction in the list
size and query complexity in local list decoding can be achieved for some settings of parameters when we move from errors to erasures.

1.5 SEPARATING ERASURE-RESILIENT TESTING FROM STANDARD AND (ERROR) TOLERANT TESTING.

Investigating the effects of adversarial input corruption on the complexity of sublinear algorithms is a problem of fundamental importance. It is this motivation that spurred the generalization of property testing, one of the most widely studied models of sublinear-time algorithms, to (error) tolerant testing (Parnas et al. (2006)) and erasure-resilient testing.

We separate erasure-resilient testing both from standard testing as well as tolerant testing. Specifically, we show two properties of binary strings of length $n$ such that: for the first property, standard testing has constant query complexity but erasure-resilient testing requires $\tilde{\Omega}(n)$ queries; for the second property, erasure-resilient testing has constant query complexity but tolerant testing requires $n^{\Omega(1)}$ queries. Our results place erasure-resilient property testing model in a larger picture of two widely studied property testing models. At the heart of our separation between erasure-resilient testing and tolerant testing is our understanding of the complexity of local decoding decoding from erasures as opposed to errors.

**Standard Testing and Erasure-Resilient Testing.** Fischer & Fortnow (2006) separated standard and tolerant testing by describing a property over binary strings of length $n$ that can be tested using a constant number of queries in the standard model but requires $n^{\Omega(1)}$ queries to test tolerantly. The construction of our property that separates standard and erasure-resilient testing models is identical in spirit to
that of Fischer & Fortnow (2006). However, our result is stronger than the result of Fischer & Fortnow (2006), as erasure-resilient testing is at least as easy as tolerant testing.

The property $\mathcal{P}$ that we use to separate erasure-resilient testing and standard testing is constructed from another property $\mathcal{R}$ such that the query complexity of testing $\mathcal{R}$ in the standard model is linear in the input size. However, $\mathcal{R}$ has the feature that, given oracle access to an additional proof string, it takes only a constant number of queries to test $\mathcal{R}$, where the query complexity includes the number of queries made to the proof. The property $\mathcal{P}$ is defined as the set of all strings where the first part consists of repetitions of a string that satisfies $\mathcal{R}$, and the second part is the corresponding proof string. It follows that $\mathcal{P}$ is easy to test in the standard model. However, if the sensitive region containing the proof is erased, erasure-resilient testing of $\mathcal{P}$ reduces to testing of $\mathcal{R}$ without access to a proof, which requires a high query complexity.

**Erasure-Resilient Testing and Tolerant Testing.** The starting point in our construction of the property $\mathcal{P}'$ to separate erasure-resilient and tolerant testing is the property $\mathcal{P}$ that we used to separate erasure-resilient testing from standard testing. The additional idea here is to encode sensitive region of strings (without which testing becomes hard) with an error correcting code, specifically a locally list decodable code with certain desirable properties.

For our construction, we need a code that exhibits a difference in its local list decoding capabilities for the same fraction of erasures and errors. Specifically, we want, for some constant $\alpha, q$ and $L$, a code that can be decoded from an $\alpha$ fraction of erasures with $q$ queries and lists of size $L$, but cannot be decoded from an $\alpha$ fraction of errors. As the Hadamard code satisfies these requirements, we define our property
\(\mathcal{P}'\) by encoding the sensitive region of strings with the Hadamard code. We show that \(\mathcal{P}'\) can be tested in the erasure-resilient model with a constant number of queries; but every tolerant tester for \(\mathcal{P}'\) has query complexity polylogarithmic in the length of the input.

Next, we strengthen the separation to obtain a property \(\mathcal{P}''\) that can be tested using a constant number of queries in the presence of erasures, but requires as many queries as possible to test tolerantly. In our construction, the lower bound on the number of queries needed for tolerant testing is determined by the rate of the code used. Since the Hadamard code has low rate, we only get a polylogarithmic lower bound on the query complexity of tolerant testing. To obtain a lower bound of \(n^{\Omega(1)}\), we would need a code of polynomial rate. The question of whether there is a locally list erasure-decodable code with constant \(\alpha, q,\) and \(L\), and has polynomial rate remains open. In fact, a locally list decodable code with such parameters is the holy grail of research on local decoding.

We circumvent the above difficulty by starting out with a property of binary strings that has an efficient tester whose queries to a sensitive region of the input are nearly uniformly distributed. This implies that testing remains easy even if a constant fraction of the sensitive region is corrupted. We construct our separating property \(\mathcal{P}''\) by encoding the sensitive region using an approximate locally list decodable with constant \(\alpha, q,\) and \(L\), and polynomial rate. We show that \(\mathcal{P}''\) can be erasure-resiliently tested using a constant number of queries but needs \(n^{\Omega(1)}\) queries in order to be tested tolerantly, thus obtaining the desired strengthened separation.
1.6 AVERAGE SENSITIVITY OF GRAPH ALGORITHMS

We consider graph algorithms whose outputs are typically vertex sets or edges sets and assume that the outputs are represented appropriately using binary strings. We assume that the \( n \)-node input graph \( G' \) at hand is a randomly chosen (large) subgraph of an unknown true graph \( G \).

Intuitively, a deterministic algorithm \( A \) is stable-on-average when the Hamming distance \( d_{\text{Ham}}(A(G), A(G')) \) is small, where \( A(G) \) and \( A(G') \) are outputs of \( A \) on \( G \) and \( G' \), respectively. More specifically, for an integer \( k \geq 1 \), we say that the \( k \)-average sensitivity of a deterministic algorithm \( A \) is

\[
\mathbb{E}_{\{e_1, \ldots, e_k\} \sim \binom{E}{k}} \left[ d_{\text{Ham}}(A(G), A(G - \{e_1, \ldots, e_k\})) \right]
\]

for every graph \( G = (V, E) \), where \( G - F \) for an edge set \( F \) is the subgraph obtained from \( G \) by removing \( F \), and \( e_1, \ldots, e_k \) are sampled from \( E \) uniformly at random without replacement. When \( k = 1 \), we call the \( k \)-average sensitivity simply the average sensitivity. We say that algorithms with low \( k \)-average sensitivity are \( k \)-stable-on-average. We also define average sensitivity for randomized algorithms by replacing the Hamming distance above with the earth mover’s distance between output distributions.

Features of Average Sensitivity. We show that it is possible to obtain meaningful bounds on \( k \)-average-sensitivity of algorithms using corresponding bounds on their average sensitivity. We also show that stable-on-average algorithms can be sequentially composed to obtain algorithms that are also stable-on-average, albeit with a worse average sensitivity. Further, we can bound the average sensitivity of an algorithm sampled according to a distribution over multiple stable-on-average algorithms,
where the distribution may be determined by parameters of the input graph. We call this the parallel composition theorem and use it extensively in constructing stable-on-average algorithms. We use all of the above properties to design stable-on-average algorithms from simpler algorithms that are stable-on-average.

**Connection to Local Algorithms.** In the model of local computation algorithms (Nguyen & Onak (2008); Rubinfeld et al. (2011); Yoshida et al. (2012)), the aim is to answer queries about elements in the solution of an algorithm by making as few queries to the input as possible. Roughly speaking, we show that algorithms that output solutions with *strong locality* properties have low average sensitivity. Specifically, if there is a local algorithm $O$ that gets access to an input graph $G$ and answers queries about the solution output by an algorithm $A$ on $G$, then the average sensitivity of $A$ is at most the worst-case number of queries that $O$ makes to $G$ to answer a single query about the solution.

**Stable-on-average Algorithms for Concrete Problems.** We design stable-on-average algorithms for several graph problems such as minimum spanning forest, global minimum cut, maximum matching, and minimum vertex cover. For the minimum spanning forest problem, we show that Kruskal’s algorithm has average sensitivity $o(1)$. We design approximation algorithms with average sensitivity $o(\text{OPT})$ for all the other aforementioned problems. In comparison, all known polynomial time algorithms for these problems have average sensitivity $\Omega(n)$. Our results exhibit a trade-off between the average sensitivity and approximation guarantee.
1.7 ERASURE-RESILIENT GRAPH PROPERTY TESTING

We define the erasure-resilient model of graph property testing with the aim of understanding global properties of a large graph with missing edges by observing only a small portion of the whole graph. Our model is a generalization of the (general) model of graph property testing (Parnas & Ron (2002)).

In our model, graphs are represented as adjacency lists. Let $\alpha \in [0,1)$ be a parameter. A graph $G$ is $\alpha$-erased if at most an $\alpha$ fraction of the entries in its adjacency lists are erased. An algorithm $A$ that has oracle access to an $\alpha$-erased graph $G$ over a vertex set $[n]$ can make degree queries and neighbor queries. A degree query is of the form $v \in [n]$, and the oracle returns the degree of $v$. A neighbor query is of the form $(v, i)$, and the answer is the $i^{th}$ entry in the adjacency list of vertex $v$. A completion of an $\alpha$-erased graph $G$ is an assignment of vertex labels to erased entries in the adjacency lists of $G$ such that the adjacency lists obtained after the completion corresponds to a graph $G'$. An $\alpha$-erased graph $G$ satisfies a property $\mathcal{P}$ if there is a completion of $G$ that satisfies $\mathcal{P}$. It is $\varepsilon$-far from $\mathcal{P}$ if every completion has to be modified in at least an $\varepsilon$ fraction of edges to satisfy $\mathcal{P}$.

We study the problem of testing connectivity in our model. We design an $\alpha$-erasure-resilient $\varepsilon$-tester for connectivity with query complexity $O\left(\frac{1}{((\varepsilon-\alpha)d)^2}\right)$ that works for all $\alpha < \varepsilon$, where $\overline{d}$ is the average degree of the graph. We also show that $\alpha$-erasure-resiliently $\varepsilon$-testing connectivity requires $\Omega(m)$ queries whenever $\alpha \geq \varepsilon$, where $m$ is the number of edges in every completion of the graph.

1.8 ORGANIZATION AND BIBLIOGRAPHIC NOTES

Chapter 2 sets up some of the notation and definitions used in the thesis. We define and study the erasure-resilient property testing model in Chapter 3. The contents
of this chapter are based on joint work with Kashyap Dixit, Sofya Raskhodnikova, and Abhradeep Thakurta (Dixit et al. (2018)). Chapter 4 contains our results on erasure-resilient property testing against semi-oblivious adversary and is joint (unpublished) work with Iden Kalemaj and Sofya Raskhodnikova. The idea of studying erasure-resilient property testing under semi-oblivious adversarial erasures was suggested to us by Kobi Nissim. Chapter 5 on the role of erasures and errors in local decoding is joint work with Sofya Raskhodnikova and Noga Ron-Zewi (Raskhodnikova et al. (2019)). Observation 5.1.5 therein is based on an idea suggested by Venkatesan Guruswami. Chapter 6 contains our results separating erasure-resilient property testing from the standard and (error) tolerant models of property testing, and is based on both Dixit et al. (2018) and Raskhodnikova et al. (2019). In particular, the result separating erasure-resilient testing from standard testing in Section 6.2 is an improvement of a similar result in Dixit et al. (2018), whereas the separation results in Section 6.3 come from Raskhodnikova et al. (2019). Chapter 7 is joint (unpublished) work with Yuichi Yoshida (Varma & Yoshida (2019)). It consists of our definition of average sensitivity of graph algorithms and our stable-on-average algorithms for several optimization problems on graphs. Chapter 8 contains our investigation of erasure-resilient sublinear-time algorithms for graphs and is based on joint (unpublished) work with Amit Levi, Ramesh Krishnan S. Pallavoor, and Sofya Raskhodnikova (Levi et al. (2019)). Chapter 9 is devoted to conclusions and open problems.
CHAPTER 2
Preliminaries

Property Testing and Tolerant Property Testing. A property \( \mathcal{P} \) is a set. As mentioned earlier, we restrict our attention to properties of functions. Let \( \mathcal{P} \) be a property of functions from \( \mathcal{D} \) to \( \mathcal{R} \). A function \( f : \mathcal{D} \to \mathcal{R} \) satisfies \( \mathcal{P} \) if \( f \in \mathcal{P} \). The distance of \( f \) from \( \mathcal{P} \), denoted \( \text{dist}(f, \mathcal{P}) \), is defined as the minimum number of points in the domain of \( f \) whose values need to be changed in order to satisfy \( \mathcal{P} \). Let \( \varepsilon \in (0, 1) \). A function \( f \) is \( \varepsilon \)-far from \( \mathcal{P} \) if \( \text{dist}(f, \mathcal{P}) \geq \varepsilon |\mathcal{D}| \). It is \( \varepsilon \)-close otherwise.

Definition 2.0.1 (Property Tester). Let \( \varepsilon \in (0, 1) \). An \( \varepsilon \)-tester for the property \( \mathcal{P} \) gets the parameter \( \varepsilon \) and oracle access to a function \( f : \mathcal{D} \to \mathcal{R} \cup \{\bot\} \). It outputs, with probability\(^1\) at least 2/3,

- **accept** if \( f \) satisfies \( \mathcal{P} \);
- **reject** if \( f \) is \( \varepsilon \)-far from \( \mathcal{P} \).

The tester has 1-sided error if the first item holds with probability 1.

Definition 2.0.2 (Tolerant Property Tester). Let \( \varepsilon_1, \varepsilon_2 \in (0, 1) \) such that \( \varepsilon_1 < \varepsilon_2 \). An \((\varepsilon_1, \varepsilon_2)\)-tolerant tester for the property \( \mathcal{P} \) gets parameters \( \varepsilon_1, \varepsilon_2 \) and oracle access to a function \( f : \mathcal{D} \to \mathcal{R} \cup \{\bot\} \). It outputs, with probability at least 2/3,

- **accept** if \( f \) is \( \varepsilon_1 \)-close to \( \mathcal{P} \);
- **reject** if \( f \) is \( \varepsilon_2 \)-far from \( \mathcal{P} \).

A tolerant tester is fully tolerant if it works for all \( \varepsilon_1, \varepsilon_2 \in (0, 1) \) such that \( \varepsilon_1 < \varepsilon_2 \).

---

\(^1\)In general, the error probability can be any \( \delta \in (0, 1) \). For simplicity, we formulate our model and the results with \( \delta = 1/3 \). To get results for general \( \delta \), by standard arguments, it is enough to multiply the complexity of an algorithm by \( \log 1/\delta \).
Definition 2.0.3 (Nonadaptive and Adaptive Testers). A tester (or tolerant tester) is nonadaptive if the queries made by the tester (or tolerant tester) do not depend on the answers to the previous queries, and adaptive otherwise.

Total Variation Distance. The total variation distance between two probability measures $P_1$ and $P_2$ on a sigma-algebra $\mathcal{F} \subseteq 2^\Omega$, denoted as $d_{TV}(P_1, P_2)$, is defined as

$$\sup_{A \in \mathcal{F}} |P_1(A) - P_2(A)|.$$

When $P_1$ and $P_2$ are distributions over a discrete sample space $\Omega$, which is the case in this thesis for the most part, $d_{TV}(P_1, P_2)$ is equal to

$$\frac{1}{2} \sum_{\omega \in \Omega} |P_1(\omega) - P_2(\omega)|.$$

Earth Mover’s Distance. The earth mover’s distance is also known as the Wasserstein metric. Consider two probability distributions $P_1$ and $P_2$ defined on two sigma-algebras $\mathcal{F}_1 \subseteq 2^{\Omega_1}$ and $\mathcal{F}_2 \subseteq 2^{\Omega_2}$, respectively. Let $d : \Omega_1 \times \Omega_2 \to \mathbb{R}$ be a distance. The earth mover’s distance between $P_1$ and $P_2$ is the optimal cost of converting $P_1$ to $P_2$ (or vice versa), where the cost of moving a probability in the amount of $p$ from $\omega_1 \in \Omega_1$ to $\omega_2 \in \Omega_2$ is equal to $p \cdot d(\omega_1, \omega_2)$. 
CHAPTER 3
Erasure-Resilient Property Testing

In this chapter, we define and study a model of function property testing algorithms that are resilient to the presence of adversarial erasures in the input.

3.1 ERASURE-RESILIENT TESTING MODEL

We formalize our erasure-resilient model for function property testing.

**Definition 3.1.1 (α-erased function).** Let $D$ be a domain, $R$ be a range, and $\alpha \in [0, 1)$. A function $f : D \to R \cup \{\perp\}$ is $\alpha$-erased if $f$ evaluates to $\perp$ on at most an $\alpha$ fraction of domain points. The points on which $f$ evaluates to $\perp$ are called erased. The set of remaining (nonerased) points is denoted by $N$.

Note that an $\alpha$-erased function has at most an $\alpha$ fraction of its values erased. In particular, a function with no erasures is also an $\alpha$-erased function for all $\alpha \in [0, 1)$.

A function $f' : D \to R$ that differs from a function $f$ only on points erased in $f$ is called a completion of $f$. The (Hamming) distance of an $\alpha$-erased function $f : D \to R \cup \{\perp\}$ from a property (set) $P$ is the minimum number of points on which every completion of $f$ needs to be changed to satisfy $P$. The relative Hamming distance of $f$ from $P$ is the aforementioned quantity normalized by the size of the domain $D$.

An $\alpha$-erased function $f : D \to R$ is $\varepsilon$-far from a property $P$ if the relative Hamming distance of $f$ from $P$ is at least $\varepsilon$. Since one can always assume that $f$ is “correct” on the erased points, every completion of $f$ has to be changed in at least $\varepsilon |D|$ points in order to satisfy $P$. This imposes the natural restriction of $\alpha + \varepsilon < 1$ on $\alpha$ and $\varepsilon$. 
Definition 3.1.2 (Erasure-Resilient Tester). An \(\alpha\)-erasure-resilient \(\varepsilon\)-tester of property \(\mathcal{P}\) gets input parameters \(\alpha \in [0, 1), \varepsilon \in (0, 1)\) satisfying \(\alpha + \varepsilon < 1\), and oracle access to an \(\alpha\)-erased function \(f : \mathcal{D} \to \mathcal{R} \cup \{\bot\}\). It outputs, with probability at least \(2/3\),

- **accept** if there is a completion \(f' : \mathcal{D} \to \mathcal{R}\) of \(f\) that satisfies \(\mathcal{P}\);
- **reject** if every completion \(f' : \mathcal{D} \to \mathcal{R}\) of \(f\) needs to be changed on at least \(\varepsilon n\) points to satisfy \(\mathcal{P}\) (that is, \(f'\) is \(\varepsilon\)-far from \(\mathcal{P}\)).

The tester has 1-sided error if the first item holds with probability 1. The tester is nonadaptive if the queries made by the tester do not depend on the answers to the previous queries, and adaptive otherwise.

Remark 3.1.3. Let \(\alpha \in [0, 1), \varepsilon \in (0, 1)\) satisfying \(\alpha + \varepsilon < 1\). It is natural to assume that an \(\alpha\)-erasure-resilient \(\varepsilon\)-tester for a property \(\mathcal{P}\) is also an \(\alpha'\)-erasure-resilient \(\varepsilon'\)-tester for all \(\alpha' \in [0, \alpha], \varepsilon' \in [\varepsilon, 1)\) satisfying \(\alpha' + \varepsilon' < 1\).

### 3.2 PROPERTIES THAT WE STUDY

Next we define properties of real-valued functions considered in this chapter and summarize previous work on testing them. Most properties of real-valued functions studied in the property testing framework are for functions over the line domain \([n]\) and, more generally, the hypergrid domain \([n]^d\).

Definition 3.2.1 (Hypergrid, Line). Given \(n, d \in \mathbb{N}\), the hypergrid of size \(n\) and dimension \(d\) is the set \([n]^d\) associated with an order relation \(\preceq\), such that \(x \preceq y\) for all \(x, y \in [n]^d\) iff \(x_i \leq y_i\) for all \(i \in [d]\), where \(x_i\) (respectively \(y_i\)) denotes the \(i^{th}\) coordinate of \(x\) (respectively, \(y\)). The special cases \([n]\) and \([2]^d\) are called the line and hypercube, respectively.
We also consider domains that are subsets of $[n]^d$ to be able to handle arbitrary erasures on $[n]^d$.

Monotonicity. Monotonicity of functions, first studied in the context of property testing by Goldreich et al. (2000b), is one of the most widely investigated properties in this model. Ergün et al. (2000); Dodis et al. (1999); Lehman & Ron (2001); Fischer et al. (2002); Ailon & Chazelle (2006); Fischer (2004); Halevy & Kushilevitz (2008); Batu et al. (2005); Parnas et al. (2006); Ailon et al. (2007); Bhattacharyya et al. (2012); Briët et al. (2012); Blais et al. (2012); Chakrabarty & Seshadhri (2013, 2014); Blais et al. (2014); Chen et al. (2014); Belovs & Blais (2015); Chakrabarty et al. (2017); Chen et al. (2015); Belovs & Blais (2016); Chakrabarty & Seshadhri (2016); Khot et al. (2018); Black et al. (2018); Pallavoor et al. (2018); Belovs (2018); Chakrabarty & Seshadhri (2019) is a (by no means exhaustive) list of works that study monotonicity testing.

A function $f : \mathcal{D} \rightarrow \mathbb{R}$, defined on a partially ordered domain $\mathcal{D}$ with order $\preceq$, is monotone if $x \preceq y$ implies $f(x) \leq f(y)$ for all $x, y \in \mathcal{D}$. The query complexity of testing monotonicity of functions $f : [n] \rightarrow \mathbb{R}$ is $\Theta(\log n/\varepsilon)$ Ergün et al. (2000); Fischer (2004); for functions $f : [n]^d \rightarrow \mathbb{R}$, it is $\Theta(d \log n/\varepsilon)$ as shown by Chakrabarty & Seshadhri (2013, 2014). For functions over arbitrary partially ordered domains $\mathcal{D}$, it is $O(\sqrt{|\mathcal{D}|}/\varepsilon)$ and was proven by Fischer et al. (2002).

Lipschitz Properties. Lipschitz continuity is defined for functions between arbitrary metric spaces, but was specifically studied for real-valued functions on hypergrid domains by Jha & Raskhodnikova (2013); Awasthi et al. (2016); Chakrabarty & Seshadhri (2013); Dixit et al. (2013); Blais et al. (2014); Chakrabarty et al. (2017) motivated by its applications to privacy, which was made explicit by Jha & Raskhod-
nikova (2013); Dixit et al. (2013). For $\mathcal{D} \subseteq [n]^d$ and $c \in \mathbb{R}$, a function $f : \mathcal{D} \to \mathbb{R}$ is $c$-Lipschitz if $|f(x) - f(y)| \leq c \cdot ||x - y||_1$ for all $x, y \in \mathcal{D}$, where $||x - y||_1$ is the $L_1$ distance between $x$ and $y$. More generally, $f$ is $(\alpha, \beta)$-Lipschitz, where $\alpha < \beta$, if $\alpha \cdot ||x - y||_1 \leq |f(x) - f(y)| \leq \beta \cdot ||x - y||_1$ for all $x, y \in [n]^d$. Chakrabarty & Seshadhri (2013) proved that all $(\alpha, \beta)$-Lipschitz properties can be tested with $O(d \log n/\varepsilon)$ queries.

**Bounded Derivative Properties (BDPs).** The class of BDPs, defined by Chakrabarty et al. (2017), is a natural generalization of monotonicity and the $(\alpha, \beta)$-Lipschitz properties. An ordered set $\mathbf{B}$ of $2d$ functions $l_1, u_1, l_2, u_2, \ldots, l_d, u_d : [n-1] \to \mathbb{R} \cup \{\pm \infty\}$ is a bounding family if for all $r \in [d]$ and $y \in [n-1]$, $l_r(y) < u_r(y)$. Let $\mathbf{B}$ be a bounding family of functions and let $e_r$ be the unit vector along dimension $r$. The property $\mathcal{P}(\mathbf{B})$ of being $\mathbf{B}$-derivative bounded is the set of functions $f : [n]^d \to \mathbb{R}$ such that $l_r(x_r) \leq f(x + e_r) - f(x) \leq u_r(x_r)$ for all $r \in [d]$ and $x \in [n]^d$ with $x_r \neq n$, where $x_r$ is the $r$th coordinate of $x$.

Consider a graph $\mathcal{H}$ with vertex set $[n]^d$ and edges in both directions between every pair of points in $[n]^d$ that differ in exactly one coordinate. Then the value $u_r(x_r)$ is the upper bound on the increase in function value along the edge $(x, x + e_r)$ and $-l_r(x_r)$ is the upper bound on the increase in function value along the edge $(x + e_r, x)$. A bounding family $\mathbf{B} = \{l_1, u_1, \ldots, l_d, u_d\}$ defines a quasi-metric

$$m_{\mathbf{B}}(x, y) := \sum_{r : x_r > y_r} \sum_{t = y_r}^{x_r - 1} u_r(t) - \sum_{r : x_r < y_r} \sum_{t = x_r}^{y_r - 1} l_r(t)$$

over points $x, y \in [n]^d$. Chakrabarty et al. (2017) observe that for $\mathcal{D} = [n]^d$, a function $f : \mathcal{D} \to \mathbb{R}$ satisfies $\mathcal{P}(\mathbf{B})$, the bounded derivative property defined by $\mathbf{B}$, iff $\forall x, y \in \mathcal{D}$, $f(x) - f(y) \leq m_{\mathbf{B}}(x, y)$. To get an intuition about this observation, note
that \( m_B(x, y) \) is the upper bound dictated by the functions in \( B \) on the amount by which the value of \( f \) can increase along a shortest path from \( y \) to \( x \) in the graph \( H \).
We use this characterization as our definition of BDPs for functions over arbitrary \( D \subseteq [n]^d \).

The bounding family for monotonicity is obtained by setting \( l_r(y) = 0 \) and \( u_r(y) = \infty \) for all \( r \in [d] \), and for the \((\alpha, \beta)\)-Lipschitz property, by setting \( l_r(y) = \alpha \) and \( u_r(y) = \beta \) for all \( r \in [d] \). In general, different bounding families allow a function to be monotone in one dimension, \((\alpha, \beta)\)-Lipschitz in another dimension and so on. Chakrabarty et al. (2017) showed that for every BDP \( P \), the complexity of testing \( P \) for functions \( f : [n]^d \rightarrow \mathbb{R} \) is \( \Theta(d \log n/\varepsilon) \).

**Convexity of Functions.** A function \( f : D \rightarrow \mathbb{R} \) is convex if \( f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) \) for all \( x, y \in D \) and \( t \in [0, 1] \). If \( D \subseteq [n] \), equivalently, \( f \) is convex if \( \frac{f(y) - f(x)}{y-x} \leq \frac{f(z) - f(y)}{z-y} \) for all \( x < y < z \). Parnas, Ron, & Rubinfeld (2003) gave a convexity tester for functions \( f : [n] \rightarrow \mathbb{R} \) with query complexity \( O(\log n/\varepsilon) \). Blais, Raskhodnikova, & Yaroslavtsev (2014) gave an \( \Omega(\log n) \) bound for nonadaptive testers for this problem.

### 3.3 OUR RESULTS

We give efficient erasure-resilient testers for all properties discussed in Section 3.2.

**Monotonicity on the Line.** We start by giving (in Section 3.5) an erasure-resilient monotonicity tester on \([n]\).

**Theorem 3.3.1** (Monotonicity tester on the line). There exists a 1-sided error \( \alpha - \) erasure-resilient \( \varepsilon \)-tester for monotonicity of real-valued functions on the line \([n]\) that works for all \( \alpha \in [0, 1], \varepsilon \in (0, 1) \) such that \( \alpha + \varepsilon < 1 \) with query complexity \( O\left(\frac{\log n}{\varepsilon}\right) \).
Without erasure resilience, the complexity of testing monotonicity of functions $f : [n] \rightarrow \mathbb{R}$ is $\Theta(\log n/\varepsilon)$, which follows from the works of Ergün et al. (2000); Fischer (2004). Thus, the query complexity of our erasure-resilient tester has optimal dependence on the domain size and on $\varepsilon$.

The starting point of our algorithm is the sortedness tester of Ergün et al. (2000). This tester picks a random element of the input array and performs a binary search for that element. It rejects if the binary search does not lead to the right position. The first challenge is that the tester always queries the middle element of the array and is very likely to query other elements that are close to the root in the binary search tree. So, it will break if these elements are erased. To make the tester resilient to erasures, we randomize the binary tree with respect to which it performs the binary search. The second challenge is that the tester does not know which points are erased. To counteract that, our tester samples points from appropriate intervals until it encounters a nonerased point.

Bounding the expected query complexity of our tester (Claim 3.5.2) is the most interesting part of the analysis. We view the tester as performing a binary search for a uniformly random nonerased point in the array (obtained via sampling), where at every step of the binary search, the nonerased point that guides the search at that step is sampled uniformly at random from the interval at that step. The intuition behind our analysis is that such a randomized binary search for a uniformly random search point is biased towards visiting intervals containing a larger fraction of nonerased points. In other words, conditioned on picking a specific nonerased point to split the current interval, the probability of the search point being in the left (or right) subinterval of the current interval is proportional to the fraction of nonerased points in that subinterval.
BDPs on the Hypergrid. In Sections 3.6-3.7, we generalize our monotonicity tester in two ways: (1) to work over general hypergrid domains, and (2) to apply to all BDPs. We achieve it by giving (1) a reduction from testing BDPs on the line to testing monotonicity on the line that applies to erasure-resilient testers and (2) an erasure-resilient version of the dimension reduction by Chakrabarty et al. (2017).

Theorem 3.3.2 (BDP tester on the hypergrid). For every BDP $\mathcal{P}$ of real-valued functions on the hypergrid $[n]^d$, there exists a 1-sided error $\alpha$-erasure-resilient $\varepsilon$-tester that works for all $\alpha \in [0,1], \varepsilon \in (0,1)$, where $\alpha \leq \varepsilon/968d$ and $\varepsilon + \alpha < 1$, with query complexity $O\left(\frac{d \log n}{\varepsilon^2}\right)$.

Every known tester of a BDP for real-valued functions over hypergrid domains work by sampling an axis-parallel line uniformly at random and checking for violations to the property on the sampled line. Our erasure-resilient BDP testers also follow this paradigm. To check for violations to the specified property on the sampled line, we use one iteration of our BDP tester for the line. We show (in Section 3.7.4) the existence of $\alpha$-erased functions $f : \{0,1\}^d \to \mathbb{R}$ that are $\varepsilon$-far from monotone for $\alpha = \Theta(\varepsilon/\sqrt{d})$ but do not have even a single violation to monotonicity along any of the axis parallel lines (which are the edges of the hypercube, in this case). It implies that every tester for monotonicity that follows the above paradigm fails when $\alpha = \Omega(\varepsilon/\sqrt{d})$. Thus, some restriction on $\alpha$ in terms of $d$ and $\varepsilon$ is necessary for such testers.

Convexity on the Line. Finally, in Section 3.8, we develop additional techniques to design a tester for convexity (which is not a BDP) on the line. The asymptotic query complexity of our tester is identical to that of the standard convexity tester of Parnas et al. (2003). Blais et al. (2014) proved that the dependence on $n$ is optimal for nonadaptive testers of convexity over the line. Moreover, the tester
of Parnas et al. (2003) is conjectured to be optimal in the standard model.

**Theorem 3.3.3** (Convexity tester on the line). **There exists a 1-sided error \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for convexity of real-valued functions on the line \([n]\) that works for all \( \alpha \in [0,1), \varepsilon \in (0,1) \) such that \( \alpha + \varepsilon < 1 \) with query complexity \( O\left(\frac{\log n}{\varepsilon}\right) \).**

Our algorithm for testing convexity combines ideas on testing convexity from Parnas et al. (2003), testing sortedness from Ergün et al. (2000), and our idea of randomizing the search. The tester of Parnas et al. (2003) traverses a uniformly random path in a binary tree on the array \([n]\) by selecting one of the half-intervals of an interval uniformly at random at each step. Instead of doing this, our tester samples a uniformly random nonerased search point and traverses the path to that point in a random binary search tree just as in our modification of the tester of Ergün et al. (2000). This is done to bias our algorithm to traverse paths containing intervals that have a larger fraction of nonerased points. However, instead of checking whether the selected point can be found, as in our monotonicity tester, the convexity tester checks a more complicated “goodness condition” in each visited interval of the binary search tree. It boils down to checking that the slope of the functions between pairs of carefully selected points satisfies the convexity condition. In addition to spending queries on erased points due to sampling, like in the monotonicity tester, our tester also performs “walking queries” to find the nearest nonerased points to the left and to the right of the pivots in our random binary search tree. We show that the overhead in the query complexity due to querying erased points is only a factor of \( O(1) \).

### 3.4 GENERIC TRANSFORMATIONS

In this section, we present our transformations that make two classes of testers erasure-resilient. Our transformations apply to (1) Proximity Oblivious Testers
(POTs) that are additionally restricted to be sample-based (Theorem 3.4.3), and (2) sample-based testers for extendable properties (Theorem 3.4.8).

Recall that a tester is called sample-based if its queries are distributed uniformly and independently at random. A 1-sided error sample-based tester always accepts functions that satisfy the specified property. Sample-based testers were first considered by Goldreich et al. (1998) and systematically studied by Goldreich & Ron (2016) and Fischer et al. (2015). In particular, Goldreich & Ron (2016); Fischer et al. (2015) show that certain types of query-based testers yield sample-based testers with sublinear (but dependent on the size of the input) sample complexity.

### 3.4.1 Sample-Based Proximity Oblivious Testers

In this section, we give a simple transformation that makes every POT that queries uniformly and independently random domain points erasure-resilient. POTs were defined by Goldreich & Ron (2011) and further studied by Goldreich & Kaufman (2011) and Goldreich & Shinkar (2016). We first define POTs.

**Definition 3.4.1** (POT, Goldreich & Shinkar (2016)). Let $\mathcal{P}$ be a property, let $\rho : (0, 1] \rightarrow (0, 1]$ be a monotone function and let $c \in (0, 1]$ be a constant. A tester $T$ is a $(\rho, c)$-POT for $\mathcal{P}$ if

- for every function $f \in \mathcal{P}$, the probability that $T$ accepts $f$ is at least $c$, and
- for every function $f \notin \mathcal{P}$, the probability that $T$ accepts $f$ is at most $c - \rho(\varepsilon_f)$, where $\varepsilon_f$ denotes the relative Hamming distance of $f$ to $\mathcal{P}$.

It is important to note that POTs in general can query arbitrary domain points. Next, we define sample-based POTs, a restriction of POTs.

**Definition 3.4.2** (Sample-based POT). A POT whose queries are distributed uniformly and independently at random is called a sample-based POT.
Erasure-resilient versions of POTs and sample-based POTs can be defined analogously. Next, we state our generic transformation for sample-based POTs.

**Theorem 3.4.3.** If $T$ is a sample-based $(\rho, c)$-POT for a property $\mathcal{P}$ that makes $q$ queries, then there exists a sample-based $\alpha$-erasure-resilient $(\rho', c)$-POT $T'$ for $\mathcal{P}$ that makes $q$ queries for all $\alpha < \rho(\varepsilon_f)/q$, where $\rho'(x) = \rho(x) - \alpha \cdot q$ for $x \in (0, 1]$.

**Proof.** Let $\mathcal{P}$ be a property of functions over a domain $\mathcal{D}$. The tester $T'$ queries $q$ uniform and independent points from $\mathcal{D}$. It accepts if the sample has an erased point. Otherwise, it runs $T$ on the $q$ sampled nonerased points and accepts if and only if $T$ accepts.

Consider an $\alpha$-erased function $f \in \mathcal{P}$ and a completion $f^r \in \mathcal{P}$. The tester $T$ accepts $f^r$ with probability at least $c$. If $T$ accepts $f^r$ on querying a sample $S \subseteq \mathcal{D}$, then $T'$ also accepts $f$ on $S$. Thus, the probability that $T'$ accepts $f$ is at least $c$.

A tuple $W \in \mathcal{D}^q$ is a witness for a function $g \notin \mathcal{P}$, if $T$ rejects $g$ upon sampling $W$. Consider an $\alpha$-erased function $f \notin \mathcal{P}$. Every completion $f^r$ of $f$ is $\varepsilon_f$-far from $\mathcal{P}$. Since $T$ rejects $f^r$ with probability at least $1 - c + \rho(\varepsilon_f)$, at least $(1 - c + \rho(\varepsilon_f)) \cdot |\mathcal{D}|^q$ tuples in $\mathcal{D}^q$ are witnesses for $f^r$. Erasing one point can affect at most $q \cdot |\mathcal{D}|^{q-1}$ witnesses. Thus, erasing an $\alpha$ fraction of points can affect at most $\alpha \cdot q \cdot |\mathcal{D}|^q$ witnesses. At least $(1 - c + \rho(\varepsilon_f) - \alpha \cdot q) \cdot |\mathcal{D}|^q$ out of $|\mathcal{D}|^q$ tuples are witnesses with no points (in them) erased. The probability that $T'$ samples such a tuple (and rejects $f$) is at least $1 - c + \rho(\varepsilon_f) - \alpha \cdot q = 1 - c + \rho'(\varepsilon_f)$. Hence, the probability that $T'$ accepts $f$ is at most $c - \rho'(\varepsilon_f)$. This probability is less than $c$ for all $\alpha < \rho(\varepsilon_f)/q$. \qed

**Low degree univariate polynomials.** We apply Theorem 3.4.3 to a POT designed by Rubinfeld & Sudan (1996) for the property of being a univariate polynomial of degree at most $d$ over a finite field $\mathbb{F}$ and get an $\alpha$-erasure-resilient $\varepsilon$-tester for this property. Consider a function $f : \mathbb{F} \to \mathbb{F}$ that we would like to test for being a univari-
ate polynomial of degree at most $d$. The tester by Rubinfeld & Sudan (1996) selects $d+2$ points uniformly and independently at random from $\mathbb{F}$ and checks whether there is a univariate polynomial of degree at most $d$ that fits all these points (by interpolation). It accepts if there is such a polynomial and rejects otherwise. Call this tester $T$. It is evident that $T$ always accepts univariate polynomials of degree at most $d$. Rubinfeld & Sudan (1996) also prove that $T$ rejects with probability at least $\varepsilon_f$ if $f$ is not a univariate polynomial of degree at most $d$, where $\varepsilon_f$ denotes the distance of $f$ from the property. Therefore, $T$ is a sample-based $(\rho, 1)$-POT for this property, where $\rho$ is the identity function. By Theorem 3.4.3, there exists a sample-based $\alpha$-erasure-resilient $(\rho', 1)$-POT, say $T'$, that makes $d + 2$ queries, where $\rho'(x) = x - \alpha \cdot (d + 2)$. The probability that $T'$ rejects an $\alpha$-erased function $f$ that is $\varepsilon$-far from univariate polynomials of degree at most $d$ is at least $\varepsilon - \alpha \cdot (d + 2)$. The corollary follows.

**Corollary 3.4.4.** There exists a sample-based $\alpha$-erasure-resilient $\varepsilon$-tester for the property of being a univariate polynomial of degree at most $d$ over a finite field $\mathbb{F}$ that works for all $\alpha \in [0, 1), \varepsilon \in (0, 1)$, where $\alpha + \varepsilon < 1$ and $\alpha < \frac{\varepsilon}{d+2}$, with query complexity $O\left(\frac{d+2}{\varepsilon - \alpha (d+2)}\right)$.

### 3.4.2 Sample-Based Testers for Extendable Properties

In this section, we define extendable properties and present our generic transformation for sample-based testers of such properties. First, we define the extension of a function.

**Definition 3.4.5 (Extension of a Function).** Given $\mathcal{S} \subseteq \mathcal{T}$, the extension of a function $f : \mathcal{S} \to \mathcal{R}$ to a domain $\mathcal{T}$ is a function $g : \mathcal{T} \to \mathcal{R}$ that agrees with $f$ on every point in $\mathcal{S}$.

Our definition of extendable properties is a generalization of the notion of edge-
transitive properties that allow extension by Jha & Raskhodnikova (2013). A property
is edge-transitive if it is fully characterized by predicates on pairs of domain points.
Such a property allows extension if every function that satisfies the property on a
subdomain can be extended to one that satisfies the property on the whole domain.
We now define extendable properties.

**Definition 3.4.6** (Extendable Property). For a domain $\mathcal{D}$ and all $\mathcal{S} \subseteq \mathcal{D}$, let $\mathcal{P}_\mathcal{S}$
denote a set of functions over domain $\mathcal{S}$. The property $\bigcup_{\mathcal{S} \subseteq \mathcal{D}} \mathcal{P}_\mathcal{S}$ is extendable if, for
all $\mathcal{S}, \mathcal{T} : \mathcal{S} \subseteq \mathcal{T} \subseteq \mathcal{D}$,

1. for every function $f \in \mathcal{P}_\mathcal{S}$, there is an extension $f' \in \mathcal{P}_\mathcal{T}$, and

2. for every function $f \notin \mathcal{P}_\mathcal{S}$, every function $f' \in \mathcal{P}_\mathcal{T}$ is such that the Hamming
distance of $f$ from $f'_\mathcal{S}$ is at least the Hamming distance of $f$ from $\mathcal{P}_\mathcal{S}$.

We now give examples of some properties that are extendable and some that
are not. A lot of properties that we deal with, in this chapter, are edge-transitive
properties that allow extension. Monotonicity over arbitrary partial orders, ($\alpha, \beta$)-
Lipschitz properties over hypergrids, and more generally BDPs over hypergrids are
all edge-transitive properties that allow extension. However, the class of properties
for which we are able to design erasure-resilient testers is a strict superset of edge-
transitive properties that allow extension. One such property is convexity of real-
valued functions over the domain $[n]$. Another one is the property of Boolean functions
over $[n]$ whose value alternates between 0 and 1 at most $k$ times when moving from
domain point 1 to domain point $n$. Both properties are not edge-transitive, but are
extendable.

We now describe two properties defined over $[n]$ that are not extendable. The
first among these, denoted $\mathcal{P}'$, is equal to $\bigcup_{I \subseteq [n]} \mathcal{P}'_I$, where $\mathcal{P}'_I$ for $I \subseteq [n]$ is the
set of all integer-valued functions that are strictly increasing w.r.t. the ordering on points in $I$. The property $\mathcal{P}'$ is not extendable, since it does not satisfy the first condition in Definition 3.4.6. To see this, consider the function $f : \{1, 3\} \to \mathbb{Z}$ such that $f(1) = 1, f(3) = 2$. Clearly, $f$ belongs to $\mathcal{P}'_{\{1,3\}}$ and hence to $\mathcal{P}'$. But $f$ cannot be extended to $\{1, 2, 3\}$ while satisfying $\mathcal{P}'$. The second property, denoted $\mathcal{P}^*$, is equal to $\bigcup_{I \subseteq [n]} \hat{\mathcal{P}}_I$. A function $f : I \to [n]$ is in $\hat{\mathcal{P}}_I$ for $I \subseteq [n]$, if for each $i \in I$, we have $f(i) \leq |\{j \in I : j \leq i\}|$. In other words, a function satisfies $\hat{\mathcal{P}}_I$ if the value of the function at each point $i$ is at most the number of points $j \leq i$ where it is defined. It is easy to see that this property satisfies the first condition in Definition 3.4.6. We will show that it does not satisfy the second condition. Consider the function $f$ defined on $\{1, 3\}$, where $f(1) = 1$ and $f(3) = 3$. This function is $1/2$-far from $\hat{\mathcal{P}}_I$. But this can be extended to the function $g$ over $[n]$ as $g(i) = i$ for all $i \in [n]$. Clearly, $g$ satisfies $\hat{\mathcal{P}}$, violating the second condition in Definition 3.4.6.

We are now ready to describe our generic transformation for extendable properties. In what follows, we will be talking about functions defined over various domains, their extensions, and completions. The next lemma is used in the proof of our generic transformation.

**Lemma 3.4.7.** Let $\bigcup_{S \subseteq \mathcal{D}} \mathcal{P}_S$ be an extendable property. Let $\alpha \in [0, 1), \varepsilon \in (0, 1)$ such that $\alpha + \varepsilon < 1$. Consider an $\alpha$-erased function $f$ over domain $\mathcal{D}$ and let $\mathcal{N} \subseteq \mathcal{D}$ be the set of nonerased points in it. If $f \in \mathcal{P}_\mathcal{D}$, then $f|_{\mathcal{N}} \in \mathcal{P}_{\mathcal{N}}$. If $f$ is $\varepsilon$-far from $\mathcal{P}_\mathcal{D}$, then $f|_{\mathcal{N}}$ is $\frac{\varepsilon}{1-\alpha^*}$-far from $\mathcal{P}_{\mathcal{N}}$, where $\alpha^* \leq \alpha$ is the true fraction of erasures in $f$.

Footnote 1: When we say that $g : \mathcal{T} \to \mathcal{R}$ is an extension of $f : \mathcal{S} \to \mathcal{R}$, we mean that $g$ and $f$ are functions defined on different domains $\mathcal{T}$ and $\mathcal{S}$ and that $\mathcal{S} \subseteq \mathcal{T}$. The function $f$ is not defined on the set $\mathcal{T} \setminus \mathcal{S}$ and $f(x) = g(x)$ for all $x \in \mathcal{S}$. The functions $f$ and/or $g$ may or may not have some of their function values erased. On the other hand, when we say that $g$ is a completion of $f$, it must be the case that $f$ and $g$ are functions defined on the same domain, say $\mathcal{T}'$, with $f$ being (possibly) erased, but not undefined, on some points in $\mathcal{T}'$. Also, the values of $f$ and $g$ must be equal on the points in $\mathcal{T}'$ where $f$ is nonerased.
Proof. Suppose that \( f \in \mathcal{P}_D \). Let \( f_* \in \mathcal{P}_D \) be a completion of \( f \). As \( f_* \) is a function defined over \( D \) and \( f_* \) has no erasures, \( f_* \) is an extension of \( f_{|N} \). Therefore, \( f_{|N} \in \mathcal{P}_N \), since \( \bigcup_{S \subseteq D} \mathcal{P}_S \) is an extendable property.

Now, suppose that \( f \) is \( \varepsilon \)-far from \( \mathcal{P}_D \). Then, every completion of \( f \) needs to be changed in at least an \( \varepsilon|D| \) points in \( N \) to satisfy \( \mathcal{P}_D \). Assume for the sake of contradiction that the relative Hamming distance of \( f_{|N} \) to \( \mathcal{P}_N \) is \( \varepsilon' < \frac{|D|}{|N|} = \frac{\varepsilon}{1-\alpha^*} \).

Let \( g \) be the function in \( \mathcal{P}_N \) closest to \( f_{|N} \). Let \( g^e \) be an extension of \( g \) to \( D \) that satisfies \( \mathcal{P}_D \). Define an extension of \( f_{|N} \) to \( D \), say \( f^e \) as follows. The function \( f^e \) takes the same values as \( f_{|N} \) on points in \( N \) and takes the same values as \( g^e \) on the remaining points. Note that \( f^e \) is a completion of \( f \) as well. Clearly, \( f^e \) can be made to satisfy \( \mathcal{P}_D \) by changing its values on \( \varepsilon'|N| < \varepsilon|D| \) many points in \( N \), which contradicts the assumption that \( f \) is \( \varepsilon \)-far from \( \mathcal{P}_D \).

Our generic transformation for sample-based testers of extendable properties follows.

Theorem 3.4.8. Let \( q(\cdot, \cdot) \) be a function that is nondecreasing in the first argument and nonincreasing in the second argument. Let \( \bigcup_{S \subseteq D} \mathcal{P}_S \) be an extendable property. Let \( \varepsilon \in (0, 1) \). Suppose \( T \) is a 1-sided error sample-based tester for the property \( \bigcup_{S \subseteq D} \mathcal{P}_S \), such that for every \( S \subseteq D \), the tester \( T \) makes \( q(|S|, \varepsilon) \) queries from \( S \) to \( \varepsilon \)-test for \( \mathcal{P}_S \). Assume also that for every \( S \subseteq D \), the probability that \( T \) tests \( \mathcal{P}_S \) correctly does not decrease when it makes more queries. Then, for all \( \alpha \in [0, 1) \) such that \( \alpha + \varepsilon < 1 \), the property \( \mathcal{P}_D \) can be \( \alpha \)-erasure-resiliently \( \varepsilon \)-tested with 1-sided error using \( O\left(\frac{q(|N|, \frac{\varepsilon}{1-\alpha^*})}{1-\alpha^*}\right) \) independent and uniformly random queries, where \( \alpha^* \leq \alpha \) is the true fraction of erasures in the function being tested.

Proof. Consider a “thought tester” \( T' \) that, given oracle access to an \( \alpha \)-erased function \( f \), samples \( Q = 2q(|N|, \frac{\varepsilon}{1-\alpha^*})/(1-\alpha^*) \) points uniformly and independently at random
from $\mathcal{D}$, where $\mathcal{N}$ denotes the set of nonerased points in $f$ and $\alpha^*$ is the true fraction of erasures in $f$. If there are fewer than $q(|\mathcal{N}|, \frac{\varepsilon}{1-\alpha^*})$ nonerased points in the sample, $T'$ accepts. Otherwise, it runs $T$ on the sampled nonerased points and accepts if and only if $T$ accepts.

The expected number of nonerased points in a uniform sample of size $Q$ from $\mathcal{D}$ is at least $Q \cdot (1 - \alpha^*) = 2q(|\mathcal{N}|, \frac{\varepsilon}{1-\alpha^*})$. By the Chernoff bound, the probability that $T'$ samples fewer than $q(|\mathcal{N}|, \frac{\varepsilon}{1-\alpha^*})$ nonerased points is at most $e^{-q(|\mathcal{N}|, \frac{\varepsilon}{1-\alpha^*})/4}$.

If $f \in \mathcal{P}$, then $f_{|\mathcal{N}} \in \mathcal{P}_{\mathcal{N}}$ by Lemma 3.4.7, and the tester $T'$ always accepts $f_{|\mathcal{N}}$. Assume now that $f$ is $\varepsilon$-far from $\mathcal{P}$. Then $f_{|\mathcal{N}}$ is $\frac{\varepsilon}{1-\alpha^*}$-far from $\mathcal{P}_{\mathcal{N}}$ by Lemma 3.4.7. Therefore $T$ rejects $f_{|\mathcal{N}}$ with probability at least $2/3$ on a sample of size at least $q(|\mathcal{N}|, \frac{\varepsilon}{1-\alpha^*})$. Thus, by a union bound, the probability that $T'$ accepts is at most $1/3 + e^{-q(|\mathcal{N}|, \frac{\varepsilon}{1-\alpha^*})/4}$. This probability can be brought below $1/3$ by repeating $T'$ a small constant number of times, whenever $q(|\mathcal{N}|, \frac{\varepsilon}{1-\alpha^*}) \geq 8$.  

In the following, we show a few applications of Theorem 3.4.3.

**Convexity of Images.** A black and white image, represented by a function $f : S \to \{0, 1\}$ for a subset $S$ of $[n]^2$, is convex if and only if for every pair of points $u, v \in S$ such that $f(u) = f(v) = 1$, every point $t \in S$ on the line joining $u$ and $v$ satisfy $f(t) = 1$. Convexity is an extendable property. Testing whether an image, represented by a function $f : [n]^2 \to \{0, 1\}$, is convex has been studied by Berman et al. (2016b). They give a 1-sided error sample-based $\varepsilon$-tester for this property that makes $O(1/\varepsilon^{4/3})$ uniform queries. Their proofs go through even if the domain of $f$ is an arbitrary subset of $[n]^2$. The corollary now follows by applying Theorem 3.4.8 to the tester of Berman et al. (2016b).

**Corollary 3.4.9.** There exists a sample-based $\alpha$-erasure-resilient $\varepsilon$-tester for convexity of black and white images that works for all $\alpha \in [0, 1), \varepsilon \in (0, 1/2)$, where
\( \alpha + \varepsilon < 1 \), and has query complexity \( O\left( \frac{1}{\varepsilon^{4/3}} \right) \).

**Proof.** The proof of Theorem 3.4.8 guarantees a thought tester for convexity that uses \( O\left( \frac{1}{(1 - \alpha)^{4/3}} \right) \) independent and uniformly distributed queries. A sample-based tester making \( O\left( \frac{1}{\varepsilon^{4/3}} \right) \) queries (and using the same decision rule) also gives the same guarantees as the thought tester, since making more queries cannot decrease the correctness probability.

---

**Monotonicity over Poset Domains.** A real-valued function \( f \) defined on a partially ordered domain is monotone if the function values respect the order relation of the poset. Monotonicity is an extendable property. The tester by Fischer et al. (2002) samples \( O(\sqrt{N/\varepsilon}) \) points uniformly at random and checks for violations to monotonicity among them. The corollary follows by applying Theorem 3.4.8 to this tester.

**Corollary 3.4.10.** There exists a sample-based \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for monotonicity of real-valued functions over \( N \) element posets that works for all \( \alpha \in [0, 1], \varepsilon \in (0, 1) \), where \( \alpha + \varepsilon < 1 \), and has query complexity \( O\left( \sqrt{\frac{N}{\varepsilon}} \right) \).

**Proof.** The proof of Theorem 3.4.8 guarantees a thought tester for monotonicity that makes \( O\left( \sqrt{\frac{N(1 - \alpha^*)}{1 - \alpha}} \right) \) independent and uniformly distributed queries. A sample-based tester making \( O\left( \sqrt{\frac{N}{\varepsilon}} \right) \) queries (and using the same decision rule) also gives the same guarantees as the thought tester, since making more queries cannot decrease the correctness probability.

---

**Boolean Functions with \( k \) Runs.** A function \( f : [n] \to \{0, 1\} \) has \( k \) runs if the list \( f(1), f(2), \ldots, f(n) \) has at most \( k - 1 \) alternations of values. The problem is to test whether a given function \( f : [n] \to \{0, 1\} \) has \( k \) runs or is \( \varepsilon \)-far from this
property. Kearns & Ron (2000) studied a relaxation of this problem. Specifically, they showed that $O(1/\varepsilon^2)$ queries suffice to test whether a Boolean function has $k$ runs or is $\varepsilon$-far from being a $k/\varepsilon$-run function. They also developed a sample-based $O(\sqrt{k}/\varepsilon^{2.5})$-query tester for this relaxation and proved that every sample-based $\varepsilon$-tester for the $k$-run property requires $\Omega(\sqrt{k})$ queries. Balcan et al. (2012) obtained a $O(1/\varepsilon^4)$-query tester for this property in the active testing model. They also developed a sample-based $O(\sqrt{k}/\varepsilon^6)$-query tester. Canonne et al. (2017) designed a 1-sided error nonadaptive $\varepsilon$-tester for Boolean $k$-run functions that works for all $k \in [n], \varepsilon \in (0, 1)$, with query complexity $O(k+1)/\varepsilon$. In addition, they also show a two-sided nonadaptive $\varepsilon$-tester for Boolean $k$-run functions that works for all $k \in [n], \varepsilon \in (0, 1)$ with query complexity $\tilde{O}(1/\varepsilon^7)$. We show the following.

**Theorem 3.4.11.** There exists a sample-based $\varepsilon$-tester for the property of being a Boolean function with $k$ runs over $[n]$ that works for all $\varepsilon \in (k^2/n, 1)$, with query complexity $O\left(\min\left\{\frac{k\log k}{\varepsilon^3}, \frac{\sqrt{k}}{\varepsilon^2}\right\}\right)$.

**Algorithm 3.1 Tester for $k$-run Boolean functions**

**Input:** parameters $k \in \mathbb{N}, \varepsilon \in (k^2/n, 1)$; oracle access to $f: [n] \rightarrow \{0,1\}$

1: Query the values at $\frac{3(k+1)-\log(k+1)}{\varepsilon}$ points uniformly and independently at random.

2: **Reject** if the values of $f$ at these points alternate $k$ or more times with respect to the ordering on the domain; **accept** otherwise.

Our tester for being a $k$-run function is given in Algorithm 3.1. It always accepts a function $f$ that has at most $k$ runs. The following lemma implies Theorem 3.4.11.

**Lemma 3.4.12.** If $f$ is $\varepsilon$-far from being a $k$-run function, Algorithm 3.1 rejects with probability at least $2/3$.

---

Both Kearns & Ron (2000) and Balcan et al. (2012) study Boolean functions over $[0,1]$. We note that their algorithms also work for Boolean functions over $[n]$. 

---
Proof. For \( j \in [n] \) and \( b \in \{0, 1\} \), let \( T_{b,j} \) denote the set consisting of the smallest \([n \cdot \varepsilon/(k + 1)]\) points in the set \( \{x: j \leq x \leq n \text{ and } f(x) = b\} \), that is, the set of points between \( j \) and \( n \) where \( f \) takes the value \( b \). For a set \( S \subseteq [n] \), let \( \max(S) \) denote the largest element in \( S \). We will first describe a process to construct a few disjoint subsets of \([n]\) with some special properties.

- Let \( S_1 = T_{b,1} \) such that \( \max(T_{b,1}) < \max(T_{1-b,1}) \).

- For \( i \geq 2 \), the sets \( S_i \) are defined as follows. Let the value that \( f \) takes on the elements in \( S_{i-1} \) be \( b \) and let \( j = \max(S_{i-1}) \). Set \( S_i = T_{1-b,j+1} \). Stop if \( \max(S_i) = n \) or \( S_i = \emptyset \).

The sets that this process constructs have the following properties. All \( S_i \)'s are subsets of \([n]\). Each point in \( S_{i+1} \) is larger than every point in \( S_i \) for all \( i \). The function \( f \) takes the same value on all points in \( S_i \) for all \( i \). The value of \( f \) on points in \( S_{i+1} \) is the complement of the value of \( f \) on points in \( S_i \) for all \( i \).

Next, we show that our process constructs sets \( S_1, S_2, \ldots, S_k+1 \) each of size \( \lceil n \cdot \varepsilon/(k + 1) \rceil \), if \( f \) is \( \varepsilon \)-far from satisfying the property. Let the process construct nonempty sets \( S_1, S_2, \ldots, S_t \). Assume for the sake of contradiction that \( t \leq k \). Let \( S'_1 = \{x: 1 \leq x \leq \max(S_1)\} \). Let \( S'_i = \{x: \max(S_{i-1}) < x \leq \max(S_i)\} \) for all \( 1 < i \leq t \). Note that for all \( i \in [t] \), if \( f \) takes the value \( b \) on elements in \( S_i \), then \( f \) takes the value \( 1 - b \) on elements in \( S'_i \setminus S_i \). We will describe a function \( f' \) that has at most \( t \) runs. Set the values of \( f' \) on each \( x \in S'_1 \setminus S_1 \) to the value that \( f \) takes on \( S_1 \). For each \( 1 < i \leq t \), set the values of \( f' \) on \( S_i \) to the value of \( f \) on \( S'_i \setminus S_i \). On the rest of the points, \( f' \) takes the same value as \( f \). We will now show that \( f' \) has at most \( t \) alternating intervals. The function \( f' \) takes the same value on points in \( S'_1 \cup S'_2 \). Also, for each \( 1 < i \leq t \), the function \( f' \) is constant on \( S'_i \). Thus, \( f' \) has at most \( t \) runs. Also, \( f' \) differs from \( f \) in at most \( t \cdot \lceil n \cdot \varepsilon/(k + 1) \rceil \leq k \cdot \lceil n \cdot \varepsilon/(k + 1) \rceil \leq n \varepsilon \).
points, for \( k < \sqrt{n\varepsilon} \). This is a contradiction.

Using the fact that \( k + 1 \) such subsets exist, we show that the tester will detect a violation with high probability. For a particular \( i \), the probability that none of the points selected by the algorithm lie in \( S_i \) is at most

\[
(1 - \varepsilon/(k+1))^{3(k+1)\log(k+1)/\varepsilon} \leq 1/(k+1)^3.
\]

Therefore, by a union bound, the probability that there exists an \( i \) such that none of the points selected by the algorithm lies in \( S_i \) is at most \((k+1)^{-2} < 1/3\) for \( k \geq 1 \).

Since the property of being a \( k \)-run function is extendable, applying Theorem 3.4.8 to Theorem 3.4.11 yields the following corollary.

**Corollary 3.4.13.** There exists a sample-based \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for the property of being a \( k \)-run Boolean function over \([n]\), that works for all \( \alpha \in \mathbb{R} \), \( \varepsilon \in \left(\frac{k^2}{n}, 1\right) \), where \( \alpha + \varepsilon < 1 \), with query complexity \( O\left(\min\left\{\frac{k-\log k}{\varepsilon}, \frac{\sqrt{k}}{\varepsilon^6}\right\}\right) \).

### 3.5 ERASURE-RESILIENT MONOTONICITY TESTER FOR THE LINE

In this section, we prove Theorem 3.3.1. Recall that, for a function \( f : [n] \to \mathbb{R} \cup \{\perp\} \), the set of nonerased points (the ones that map to \( \mathbb{R} \)) is denoted by \( \mathcal{N} \). The function \( f \) is monotone if \( x < y \) implies \( f(x) \leq f(y) \) for all \( x, y \in \mathcal{N} \). Given a function \( f : [n] \to \mathbb{R} \cup \{\perp\} \) that is not monotone, a violation to monotonicity of \( f \) is a pair of points \( x, y \in \mathcal{N} \) such that \( x < y \) and \( f(x) > f(y) \). The points \( x \) and \( y \) are said to violate the monotonicity of \( f \).

We present our tester in Algorithm 3.2. It has oracle access to \( f : [n] \to \mathbb{R} \cup \{\perp\} \) and takes \( \alpha, \varepsilon \) and \( n \) as inputs. The tester knows neither the set \( \mathcal{N} \) nor the value of
$|\mathcal{N}|$ in advance. However, it gets a lower bound on $|\mathcal{N}|$ in the form of $n(1 - \alpha)$. In each iteration, it performs a randomized binary search for a nonerased index sampled uniformly at random (u.a.r.) from $\mathcal{N}$ and rejects if it finds a violation to monotonicity. In the description of our tester, we use $I[i, j]$ to denote the set of natural numbers from $i$ until and including $j$. We also refer to $I[i, j]$ as the interval from $i$ to $j$.

**Algorithm 3.2 Erasure-Resilient Monotonicity Tester for the Line**

**Input:** parameters $\alpha \in [0, 1], \varepsilon \in (0, 1)$; oracle access to $f : [n] \rightarrow \mathbb{R} \cup \{\perp\}$

1: Set $Q = \lceil \frac{60 \log n}{\varepsilon} \rceil$.
2: Accept at any point if the number of queries exceeds $Q$.
3: repeat $\frac{2}{\varepsilon}$ times:
4: Sample points uniformly at random from $I[1, n]$ and query them until we get a point $s \in \mathcal{N}$.
5: Set $\ell \leftarrow 1$, $r \leftarrow n$.
6: while $\ell \leq r$ do
7: Sample points uniformly at random from $I[\ell, r]$ and query them until we get a point $m \in \mathcal{N}$.
8: if $s < m$ then set $r \leftarrow m - 1$ and **Reject** if $f(s) > f(m)$.
9: if $s > m$ then set $\ell \leftarrow m + 1$ and **Reject** if $f(s) < f(m)$.
10: if $s = m$ then Go to Step 3. $\triangleright$ Search completed.
11: **Accept**.

One of the key ideas in our analysis is to view each iteration of the loop in Step 3 as first sampling a binary search tree $\mathcal{T}$ on $\mathcal{N}$ according to a particular distribution $\mathcal{D}_T$, and then traversing a uniformly random rooted path in that tree, where a rooted path refers to a path from the root of a tree to an arbitrary node in that tree. This view enables us to prove the correctness of the tester by generalizing an argument due to Ergün et al. (2000) for the case when Algorithm 3.2 manages to complete all iterations of Step 3 before it runs out of queries. The challenge is that the algorithm might get stuck pursuing long paths in the search tree and waste many queries on erased points. To resolve the issue of many possible queries to erased points, we prove
an upper bound on the expected number of queries made while traversing a uniformly random rooted path in a binary search tree sampled from $D_T$. We combine this with the fact that the expected depth of a binary search tree sampled from $D_T$ is $O(\log n)$, in order to obtain the final bound on the probability that the algorithm exceeds its query budget (and wrongly accepts functions that are far from monotone).

**Analysis**

We analyze the tester in this section. The query complexity of the tester is clear from its description. The main statement of Theorem 3.3.1 follows from Lemma 3.5.1, proved next.

**Lemma 3.5.1.** Algorithm 3.2 accepts if $f$ is monotone, and rejects with probability at least $2/3$ if $f$ is $\varepsilon$-far from monotone.

**Proof.** The tester accepts whenever $f$ is monotone. To prove the other part of the lemma, assume that $f$ is $\varepsilon$-far from monotone. Let $\alpha^* \leq \alpha$ denote the actual fraction of erasures in $f$. That is, $|\mathcal{N}| = n(1 - \alpha^*)$. Consider a ‘thought tester’ that is identical to Algorithm 3.2 except that it repeats Step 3 only $\frac{2(1-\alpha^*)}{\varepsilon}$ times. Since $\frac{2(1-\alpha^*)}{\varepsilon} \leq \frac{2}{\varepsilon}$, the probability that Algorithm 3.2 accepts is at most the probability that the ‘thought tester’ accepts. In what follows, we analyze this ‘thought tester’ instead of Algorithm 3.2.

Let $A$ be the event that the tester accepts $f$. Let $q$ denote the total number of queries made. We prove that $\Pr[A] \leq 1/3$. The event $A$ occurs if either $q > Q$ or the tester does not find a violation in any of the $\frac{2(1-\alpha^*)}{\varepsilon}$ iterations of Step 3. Thus, $\Pr[A] \leq \Pr[A \mid q \leq Q] + \Pr[q > Q]$.

Each iteration of Step 3 can be viewed as traversing a uniformly random search path in a binary search tree on $\mathcal{N}$, where the tree is sampled from a particular
distribution. More formally, we describe a two-stage random process that provides such an alternate view of a single iteration of Step 3.

The first stage of the process involves constructing a binary search tree $\mathcal{T}$ over $\mathcal{N}$ as follows. Each node of $\mathcal{T}$ is associated with an interval $I[a, b]$ and has a nonerased point from $I[a, b]$ set as its key, where $1 \leq a \leq b \leq n$. The root node of $\mathcal{T}$ is associated with the interval $I[1, n]$. Consider an arbitrary node $\Gamma$ of the tree whose key has not been set yet. Let $I[a, b]$ be the interval associated with it. Repeatedly sample points u.a.r. from $I[a, b]$ and query them, until we get a point $p \in \mathcal{N} \cap I[a, b]$. Set the key of the node $\Gamma$ to $p$. If $p$ is the leftmost nonerased point in $I[a, b]$, then the node $\Gamma$ does not have a left child and its right child is associated with $I[p + 1, b]$. Similarly, if $p$ is the rightmost nonerased point in $I[a, b]$, then $\Gamma$ does not have a right child and its left child is associated with $I[a, p - 1]$. Otherwise, we associate the intervals $I[a, p - 1]$ and $I[p + 1, b]$ with the left and right children of $\Gamma$, respectively. We use $\mathcal{D}_\mathcal{T}$ to denote the distribution on binary search trees sampled in this way. Note that the leaves of $\mathcal{T}$ are nodes associated with intervals containing exactly one nonerased point. Since the key of each node in $\mathcal{T}$ is a unique nonerased point in $\mathcal{N}$, we will henceforth refer to the nodes of $\mathcal{T}$ using their keys.

In the second stage of the random process, we sample a node $s \in \mathcal{N}$ of $\mathcal{T}$ u.a.r. and reject if $s$ with any one of its ancestors in $\mathcal{T}$ violate the monotonicity of $f$. In other words, we sample a uniformly random rooted path from $\mathcal{T}$ and check whether the deepest node on that path violates the monotonicity of $f$ with any of its ancestors.

We now argue that each iteration of Step 3 of our algorithm simulates the above random process. Consider the search path traversed by the algorithm in an iteration. It is easy to see that there exists a binary search tree $\mathcal{T}$ sampled from $\mathcal{D}_\mathcal{T}$ such that $\mathcal{T}$ contains the search path traversed by the algorithm. Each node of this binary search tree $\mathcal{T}$ is a unique element of $\mathcal{N}$. As the algorithm samples its search point
s u.a.r. from $\mathcal{N}$, the node corresponding to $s$ in $\mathcal{T}$ is a node sampled u.a.r. from the tree $\mathcal{T}$. The algorithm checks whether the monotonicity of $f$ is violated by $s$ and any of the nonerased points on its search path. This is exactly the same as checking for violations to monotonicity of $f$ between $s$ and its ancestors in $\mathcal{T}$. The number of queries made to the intervals associated with the nodes along the path from the root of $\mathcal{T}$ to $s$ during the random process has the same distribution as the number of queries made by the tester while traversing the search path to $s$.

We are now ready to bound the probability that the tester does not reject in an iteration of Step 3, conditioned on the event that $q \leq Q$. Consider a binary search tree $\mathcal{T}$ over $\mathcal{N}$ sampled from the distribution $\mathcal{D}_\mathcal{T}$. A point $s \in \mathcal{N}$ is called searchable with respect to $\mathcal{T}$ if $s$ does not violate the monotonicity of $f$ with any of its ancestors in $\mathcal{T}$. Consider two points $i, j \in \mathcal{N}$, where $i < j$, both searchable with respect to $\mathcal{T}$. Let $a \in \mathcal{N}$ be the lowest common ancestor of the nodes $i$ and $j$ in $\mathcal{T}$. Since $i$ and $j$ are both searchable, it must be the case that $f(i) \leq f(a)$ and $f(a) \leq f(j)$ and hence, $f(i) \leq f(j)$. Thus, for every tree $\mathcal{T}$ sampled from $\mathcal{D}_\mathcal{T}$, the function $f$, when restricted to the domain points that are searchable with respect to $\mathcal{T}$, is monotone. Therefore, if $f$ is $\varepsilon$-far from monotone, for every binary search tree $\mathcal{T}$ sampled from $\mathcal{D}_\mathcal{T}$, at least $\varepsilon n$ points from $\mathcal{N}$ are not searchable. That is, at least an $\frac{\varepsilon}{1-\alpha^*}$ fraction of the points in $\mathcal{N}$ are not searchable with respect to $\mathcal{T}$. Thus, the random process, and each iteration of Step 3 of the tester, reject with probability at least $\frac{\varepsilon}{1-\alpha^*}$. Consequently,

$$Pr[A \mid q \leq Q] \leq \left(1 - \frac{\varepsilon}{1 - \alpha^*}\right)^{2(1-\alpha^*)} \leq e^{-2} < \frac{1}{6}.$$ 

In the rest of the proof, we bound $Pr[q > Q]$. We first prove an upper bound on the expected number of queries to traverse a uniformly random rooted path in a binary search tree $\mathcal{T}$ sampled according to $\mathcal{D}_\mathcal{T}$. Recall that a rooted path in a
search tree $T$ is a path from the root to some node in $T$. Let $I$ be the interval associated with a node $\Gamma$ of $T$ and let $\alpha_I$ denote the fraction of erased points in $I$. The number of queries needed to sample a nonerased point from $I$ with uniform sampling is a geometric random variable with expectation $1/(1 - \alpha_I)$. We define the \textit{query-weight} of node $\Gamma$ to be this expectation. The query-weight of a path in $T$ is the sum of query-weights of the nodes on the path (which is equal to the expected total number of queries made by the random process to all the intervals on that path while constructing $T$).

\textbf{Claim 3.5.2.} Consider a binary search tree $T$ of height $h$ over $\mathcal{N}$, sampled according to the distribution $D_T$. The expected query-weight of a uniformly random rooted path in $T$ is at most $\frac{h}{1-\alpha^*}$.

\textit{Proof.} There are exactly $|\mathcal{N}|$ rooted paths in $T$. Let $S$ denote the sum of query-weights of all the rooted paths. The expected query-weight of a uniformly random rooted path in $T$ is then equal to $S/|\mathcal{N}|$.

Consider a node $\Gamma$ in $T$ associated with an interval $I$. There are $|I|(1 - \alpha_I)$ nonerased points in $I$. The paths from the root of $T$ to the nodes corresponding to each of these nonerased points pass through $\Gamma$. Hence, the query-weight of $\Gamma$ gets added to the query-weights of all those paths. Therefore, the total contribution of $\Gamma$ towards $S$ is $|I|$, since the query-weight of $\Gamma$ is $1/(1 - \alpha_I)$. Note that the intervals associated with nodes at the same level of $T$ are disjoint from each other. Hence, the total contribution to $S$ from all nodes on the same level of $T$ is at most $n$. Therefore, the value of $S$ is at most $n \cdot h$, where $h$ is the depth of $T$. Observe that this quantity is independent of the fraction of erasures $\alpha$. Therefore, the expected query-weight of a search path is at most $n \cdot h/|\mathcal{N}|$, which is at most $h/(1 - \alpha^*)$, since $|\mathcal{N}| = n \cdot (1 - \alpha^*)$. \qed
Next, we bound the expected height of a tree $T$ sampled from $D_T$. Consider the following random process that constructs a binary tree $T$ on the set $S = [k]$. The root of $T$ is associated with the set $S$. The key of an arbitrary node $v$ in $T$ associated with a set $S' \subseteq S$ is a uniformly random element $x \in S'$. The left child of $v$ is associated with the set $\{y \in S' : y < x\}$ if this set is nonempty. The right child of $v$ is associated with the set $\{y \in S' : y > x\}$ if this set is nonempty. A tree constructed in this way is called a random binary search tree on $k$ nodes. We now state a fact on the expected height of a random binary search tree.

**Claim 3.5.3** (Pittel (1984); Devroye (1986); Drmota (2003); Reed (2003)). If $H_k$ is the random variable denoting the height of a random binary search tree on $k$ nodes, then $E[H_k] \leq 5 \log k$.

It is easy to see that the height of a tree $T$ sampled from $D_T$ has the same distribution as the random variable $H_{|\mathcal{N}|}$, since the key associated with each node in $T$ is a uniformly random nonerased point from the interval associated with that node. Hence, the expected depth of $T$ is at most $5 \log(|\mathcal{N}|) \leq 5 \log n$. The corollary below follows immediately.

**Corollary 3.5.4.** The expected total number of queries made to all the intervals of a uniformly random rooted path in a random binary search tree $T$ on $\mathcal{N}$, sampled according to $D_T$, is at most $\frac{5 \log n}{1-\alpha^*}$.

It follows from Corollary 3.5.4 that the expected number of queries made by Algorithm 3.2 in a single iteration is at most $5 \log n / (1 - \alpha^*)$. Hence, by the linearity of expectation, the expected number of queries made by the tester over all its iterations, $E[q]$, is at most $10(1 - \alpha^*) \log n / (\varepsilon \cdot (1 - \alpha^*)) = 10 \log n / \varepsilon$. Applying Markov’s
inequality to \( q \), we can then see that

\[
\Pr[q > Q] \leq \frac{1}{6}.
\]

Therefore, the probability that the tester does not reject is

\[
\Pr[A] \leq \Pr[A \mid a \leq Q] + \Pr[q > Q] < \frac{1}{6} + \frac{1}{6} = \frac{1}{3}.
\]

This completes the proof of the lemma. \( \square \)

### 3.6 ERASURE-RESILIENT MONOTONICITY TESTERS FOR THE HYPERGRID

In this section, we present our erasure-resilient tester for monotonicity over hypergrid domains and prove the following theorem, which is a special case of Theorem 3.3.2. We present the erasure-resilient testers for general BDPs in Section 3.7.

**Theorem 3.6.1.** There exists a 1-sided error \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for monotonicity of real-valued functions on the hypergrid \([n]^d\) that works for all \( \alpha \in [0, 1), \varepsilon \in (0, 1) \), where \( \alpha + \varepsilon < 1 \) and \( \alpha \leq \varepsilon/248d \), with query complexity \( O(\frac{d \log n}{\varepsilon}) \).

Let \( \mathcal{L} \) denote the set of all axis-parallel lines in the hypergrid, where an axis-parallel line is a set of \( n \) distinct points in \([n]^d\) that agree on all but one coordinate. Our monotonicity tester, which is described in Algorithm 3.3, samples a uniformly random axis-parallel line in each iteration of Step 2 and does a randomized binary search for a uniformly random nonerased point on that line (as in Algorithm 3.2). It rejects if and only if a violation to monotonicity is found within its query budget.

To analyze the tester, we first state two important properties of a uniformly random axis-parallel line in Lemma 3.6.2 and Lemma 3.6.3, which we jointly call the erasure-
resilient dimension reduction. The statements and proofs of more general versions of these lemmas, applicable to all BDPs, are given in Section 3.7.

**Lemma 3.6.2** (Dimension reduction: distance). Let $\varepsilon_f$ be the relative Hamming distance of an $\alpha$-erased function $f : [n]^d \to \mathbb{R} \cup \{\bot\}$ from monotonicity. For an axis-parallel line $\ell \in \mathcal{L}$, let $f_\ell : [n] \to \mathbb{R} \cup \{\bot\}$ denote the restriction of $f$ to $\ell$ and let $\varepsilon_\ell$ denote the relative Hamming distance of $f_\ell$ from monotonicity. Then

$$
\mathbb{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell] \geq \frac{\varepsilon_f}{4d} - \alpha.
$$

**Lemma 3.6.3** (Dimension reduction: fraction of erasures). Consider an $\alpha$-erased function $f : [n]^d \to \mathbb{R} \cup \{\bot\}$. For $\ell \in \mathcal{L}$, let $\alpha_\ell$ denote the fraction of erased points in $\ell$. Then, for every $\eta \in (0, 1)$,

$$
\Pr_{\ell \sim \mathcal{L}}\left[\alpha_\ell > \frac{\alpha}{\eta}\right] \leq \eta.
$$

**Algorithm 3.3** Erasure-Resilient Monotonicity Tester for $[n]^d$

**Input:** parameters $\varepsilon \in (0, 1), \alpha \in [0, \frac{\varepsilon}{248d}]$; oracle access to $f : [n]^d \to \mathbb{R} \cup \{\bot\}$

1. Set $Q = \lceil \frac{\varepsilon}{4d} \log n \rceil$.
2. repeat $\frac{1200d}{\varepsilon} \log n$ times:
   3. Sample a line $\ell \in \mathcal{L}$ uniformly at random.
   4. Sample points u.a.r. from $\ell$ and query them until we get a point $s \in \mathcal{N}$.
   5. Perform a randomized binary search for $s$ on $\ell$ as in Algorithm 3.2.
   6. Reject if any violation to monotonicity is found.
7. Accept at any point if the number of queries exceed $Q$.

The query complexity of the tester is evident from its description. We will now prove its correctness in the following lemma, which will then imply Theorem 3.6.1.

**Lemma 3.6.4.** Algorithm 3.3 accepts if $f$ is monotone, and rejects with probability at least $2/3$ if $f$ is $\varepsilon$-far from monotone.
Proof. The tester accepts if $f$ is monotone.

Assume that $f$ is $\varepsilon$-far from monotone. Let $\alpha^* \leq \alpha$ denote the exact fraction of erasures in $f$. As in the proof of Lemma 3.5.1, consider a ‘thought tester’ that is identical to Algorithm 3.3 in all respects except that Step 2 is repeated only $\frac{12d}{\varepsilon - 4d\alpha^*}$ times. Since $\frac{12d}{\varepsilon - 4d\alpha^*} \leq \frac{12d}{\varepsilon - 4d\alpha}$, the probability that Algorithm 3.3 does not find a violation to monotonicity is at most the probability that the ‘thought tester’ does not find a violation to monotonicity. In the rest, we analyze the ‘thought tester’.

Let $A$ denote the event that the tester does not find a violation to monotonicity in any of its iterations. If $q$ denotes the total number of queries made by the tester,

$$\Pr[A] \leq \Pr[A|q \leq Q] + \Pr[q > Q].$$

Let $t$ denote $\frac{12d}{\varepsilon - 4d\alpha^*}$, which is the number of iterations of Step 2 of the tester. Let $A_i$ denote the event that the tester does not find a violation to the monotonicity of $f$ in its $i$-th iteration. For $\ell \in \mathcal{L}$, let $f_\ell$ denote $f$ restricted to the line $\ell$. Let $\varepsilon_\ell$ denote the relative Hamming distance of $f_\ell$ from monotonicity. Let $E_\ell$ denote the event that the tester samples the line $\ell$ in a particular iteration.

We then have,

$$\Pr[A_i|q \leq Q] \leq \sum_{\ell \in \mathcal{L}} (1 - \varepsilon_\ell) \Pr[E_\ell] = 1 - \mathbb{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell].$$

Using Lemma 3.6.2 and the fact that $\varepsilon_f \geq \varepsilon$, we have,

$$\mathbb{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell] \geq \frac{\varepsilon_f}{4d} - \alpha^* \geq \frac{\varepsilon}{4d} - \alpha^*.$$
Therefore,
\[
\Pr[A \mid q \leq Q] = \prod_{i=1}^{t} \Pr[A_i \mid q \leq Q] \leq \left(1 - \frac{\varepsilon - 4d\alpha^*}{4d}\right)^t < \frac{1}{10}.
\]

It now remains to bound \(\Pr[q > Q]\). Let \(\eta\) stand for \(1/10t\). Let \(\alpha_i\) denote the fraction of erasures in the line sampled during iteration \(i\) and let \(q_i\) denote the number of queries made by the algorithm during iteration \(i\). Let \(G\) denote the (good) event that \(\alpha_i \leq \alpha^*/\eta\) for all iterations \(i \in [t]\). By Corollary 3.5.4, \(\mathbb{E}[q_i \mid G] \leq 5\eta \cdot \log n/(\eta - \alpha^*)\), and by the linearity of expectation,
\[
\mathbb{E}[q \mid G] \leq \frac{\log n}{2(\eta - \alpha^*)} \leq \frac{120d\log n}{\varepsilon},
\]
where the last inequality above follows from our assumption that \(\alpha \leq \varepsilon/248d\). Using Markov’s inequality, \(\Pr[q > Q \mid G] \leq 1/10\). Also, by combining Lemma 3.6.3 with a union bound over the iterations of Step 2 of the tester, we can see that \(\Pr[\overline{G}] \leq 1/10\). Therefore, \(\Pr[q > Q] \leq \Pr[q > Q \mid G] + \Pr[\overline{G}] \leq 1/5\). Thus, the probability that the tester does not reject \(f\) is
\[
\Pr[A] \leq \Pr[A \mid q \leq Q] + \Pr[q > Q] < \frac{1}{10} + \frac{1}{5} < \frac{1}{3}.
\]

\[\square\]

### 3.7 ERASURE-RESILIENT TESTING OF BOUNDED DERIVATIVE PROPERTIES

In this section, we discuss our erasure-resilient testers for all bounded derivative properties over hypergrid domains and prove Theorem 3.3.2. First, we show
in Lemma 3.7.4 that testing for any BDP on \([n]\) reduces to testing monotonicity on \([n]\).

Next, we prove Lemma 3.7.7 and Lemma 3.7.8 that reduces the problem of erasure-resilient testing of a BDP over hypergrid domains to testing of the same property over the line.

### 3.7.1 Erasure-Resilient Bounded Derivative Property Tester for the Line

In this section, we show that erasure-resilient testing of bounded derivative properties (BDPs) on the line reduces to erasure-resilient monotonicity testing on the line and prove Theorem 3.7.5.

Given a function \(f : [n] \to \mathbb{R} \cup \{\bot\}\), and a bounded derivative property \(P\), we first define violated pairs in \(f\) with respect to \(P\).

**Definition 3.7.1 (Violated pair).** Given a function \(f : [n] \to \mathbb{R} \cup \{\bot\}\) and bounding family \(B\) consisting of functions \(l, u : [n-1] \to \mathbb{R}\), two points \(x, y \in \mathcal{N}\) such that \(x < y\) violate the property \(P(B)\) with respect to \(f\) if \(f(x) - f(y) > m_B(x, y) = -\sum_{t=x}^{y-1} l(t)\) or \(f(y) - f(x) > m_B(y, x) = \sum_{t=x}^{y-1} u(t)\). The pairs \((x, y)\) and \((y, x)\) are called violated.

Consider a bounded derivative property \(P\) of functions defined over \([n]\) and associated bounding functions \(l, u : [n-1] \to \mathbb{R}\). The following claim states that, we may assume w.l.o.g. that \(l(i) = -u(i)\) for all \(i \in [n-1]\). We use it in the proof of Claim 3.7.3.

**Claim 3.7.2.** Consider a function \(f : [n] \to \mathbb{R} \cup \{\bot\}\) and a bounding function family \(B\) over \([n]\) with \(l, u : [n-1] \to \mathbb{R}\). Let \(g : [n] \to \mathbb{R} \cup \{\bot\}\) be a function that takes the value \(f(i) + \sum_{j=i}^{n-1} \frac{l(j)+u(j)}{2}\) for each \(i \in \mathcal{N}\) and is erased on the remaining points. Let \(B'\) be a bounding function family over \([n]\) with \(l', u' : [n-1] \to \mathbb{R}\) such that \(u'(i) = -l'(i) = \frac{u(i)-l(i)}{2}\) for all \(i \in [n-1]\). Then \(x, y \in \mathcal{N}\) violate \(P(B)\) with respect to \(f\) if and only if \(x, y\) violate \(P(B')\) with respect to \(g\).
Proof. Note that \( x, y \in \mathcal{N} \), where \( x < y \), is not violated with respect to \( f \) if and only if \( \max\{f(x) - f(y) - m_B(x, y), f(y) - f(x) - m_B(y, x)\} \leq 0 \). We have

\[
g(x) - g(y) - m_{B'}(x, y) = f(x) - f(y) + \sum_{i=x}^{y-1} \frac{u(i) + l(i)}{2} - \sum_{i=x}^{y-1} \frac{u(i) - l(i)}{2}
\]

\[
= f(x) - f(y) - \sum_{i=x}^{y-1} l(i) = f(x) - f(y) - m_B(x, y).
\]

Also,

\[
g(y) - g(x) - m_{B'}(y, x) = f(y) - f(x) - \sum_{i=x}^{y-1} \frac{u(i) + l(i)}{2} - \sum_{i=x}^{y-1} \frac{u(i) - l(i)}{2}
\]

\[
= f(y) - f(x) - \sum_{i=x}^{y-1} u(i) = f(y) - f(x) - m_B(y, x).
\]

Thus, \( \max\{g(x) - g(y) - m_{B'}(x, y), g(y) - g(x) - m_{B'}(y, x)\} = \max\{f(x) - f(y) - m_B(x, y), f(y) - f(x) - m_B(y, x)\} \). The claim follows. \( \Box \)

The following claim shows a reduction from testing BDPs over \([n]\) to testing monotonicity over \([n]\).

**Claim 3.7.3.** Consider an \( \alpha \)-erased function \( f : [n] \to \mathbb{R} \cup \{\bot\} \) and bounding functions \( l, u : [n-1] \to \mathbb{R} \) such that \(-l(i) = u(i) = \gamma(i)\) for all \( i \in [n-1] \). Let \( \mathcal{P} \) be the BDP defined by \( l \) and \( u \). Let \( g, h : [n] \to \mathbb{R} \cup \{\bot\} \) be two functions that take the values \( g(i) = f(i) - \sum_{r=i}^{n-1} \gamma(r) \) and \( h(i) = -f(i) - \sum_{r=i}^{n-1} \gamma(r) \) for all \( i \in \mathcal{N} \) and are erased on the remaining points. Then, the following conditions hold:

1. \( x, y \in \mathcal{N} \) violate \( \mathcal{P} \) with respect to \( f \) iff \( x, y \) violate monotonicity with respect to either \( g \) or \( h \).

2. If \( f \) satisfies \( \mathcal{P} \), then both \( g \) and \( h \) are both monotone.
(3) If $f$ is $\varepsilon$-far from $P$, then either $g$ or $h$ is at least $\varepsilon/4$-far from monotonicity.

Proof. Consider a pair $(i, j) \in \mathcal{N} \times \mathcal{N}$ where $i < j$. We have,

$$g(i) - g(j) = f(i) - f(j) - \sum_{r=i}^{j-1} \gamma(r);$$

$$h(i) - h(j) = f(j) - f(i) - \sum_{r=i}^{j-1} \gamma(r).$$

If $(i, j)$ does not violate $P$ with respect to $f$, we have $f(j) - f(i) - \sum_{r=i}^{j-1} \gamma(r) \leq 0$ and $f(i) - f(j) - \sum_{r=i}^{j-1} \gamma(r) \leq 0$. Thus, $(i, j)$ satisfies the monotonicity property with respect to $g$ and $h$. On the other hand, if $(i, j)$ violates $P$ with respect to $f$, then either $f(j) - f(i) - \sum_{r=i}^{j-1} \gamma(r) > 0$ or $f(i) - f(j) - \sum_{r=i}^{j-1} \gamma(r) > 0$. That is, $(i, j)$ violates monotonicity with respect to either $g$ or $h$. Parts (1) and (2) of the lemma follow directly from these arguments.

To prove part (3) of the lemma, assume that $f$ is $\varepsilon$-far from the property $P$. Define the violation graph $G_f$ as follows. The vertex set corresponds to $\mathcal{N}$. For each $(i, j) \in \mathcal{N} \times \mathcal{N}$ such that $i < j$, there is an (undirected) edge between $i \in \mathcal{N}$ and $j \in \mathcal{N}$ iff the pair $(i, j)$ violates $P$ with respect to $f$. By (Chakrabarty et al., 2017, Lemma 2.5), the size of every maximal matching in $G_f$ is at least $\varepsilon \cdot n/2$. Consider a maximal matching $M$ in $G_f$. From the discussion above, the pair of nonerased points corresponding to each edge in $M$ violates monotonicity with respect to either $g$ or $h$. Therefore, at least $\varepsilon \cdot n/4$ pairs $(i, j) \in \mathcal{N} \times \mathcal{N}$ such that $i < j$, violate monotonicity with respect to at least one of $g$ and $h$. Assume w.l.o.g. that at least $\varepsilon \cdot n/4$ such pairs violate monotonicity with respect to $h$. One has to change the function value of $h$ on at least one endpoint of each such pair to repair it. This means that $h$ is at least $\varepsilon/4$-far from monotone. Therefore, in order to test the bounded derivative property $P$ on $f$ with proximity
parameter $\varepsilon$, one can test monotonicity on $g$ and $h$ with proximity parameter $\varepsilon/4$ and error probability $1/6$ and accept iff both tests accept.

**Lemma 3.7.4.** Let $\alpha \in [0,1), \varepsilon \in (0,1)$ such that $\alpha + \varepsilon < 1$. Let $Q_{\text{mon}}(\alpha, \varepsilon, n)$ denote the query complexity of $\alpha$-erasure-resilient $\varepsilon$-testing of monotonicity of real-valued functions on the line. Then, for every BDP, $\alpha$-erasure-resilient $\varepsilon$-testing of real-valued functions on the line has query complexity $O(Q_{\text{mon}}(\alpha, \varepsilon/4, n))$. The same statement holds for 1-sided error testing.

The following theorem is a direct consequence of Lemma 3.7.4 and Theorem 3.3.1.

**Theorem 3.7.5** (BDP tester on the line). For every BDP $\mathcal{P}$, there exists a 1-sided error $\alpha$-erasure-resilient $\varepsilon$-tester for $\mathcal{P}$ of real-valued functions over $[n]$ that works for all $\alpha \in [0,1), \varepsilon \in (0,1)$ such that $\alpha + \varepsilon < 1$, with query complexity $O\left(\frac{\log n}{\varepsilon^2}\right)$.

### 3.7.2 Erasure-Resilient Dimension Reduction

In this section, we prove two important properties of a uniformly random axis parallel line in the hypergrid $[n]^d$. We do this in Lemma 3.7.7 and Lemma 3.7.8, which we jointly call erasure-resilient dimension reduction. We first introduce some notation.

Let $g$ be an $\alpha$-erased function on $\mathcal{D}$. Recall that the Hamming distance of $g$ from $\mathcal{P}$, denoted by $\text{dist}(g, \mathcal{P})$, is the least number of nonerased points on which every completion of $g$ needs to be changed to satisfy $\mathcal{P}$. The relative Hamming distance between $g$ and $\mathcal{P}$ is $\text{dist}(g, \mathcal{P})/n$. We use $g_{|\mathcal{S}}$ to denote the restriction of $g$ to a subset $\mathcal{S} \subseteq \mathcal{D}$. Note that all these definitions make sense even for functions with no erasures in them.

Let $\mathcal{L}$ denote the set of all *axis-parallel lines* in $[n]^d$. Let $\mathcal{P}$ be a bounded derivative property of functions over $[n]^d$ defined by a bounding family $\mathcal{B} = \{l_1, u_1, \ldots, l_d, u_d\}$
where \( l_i, u_i : [n - 1] \to \mathbb{R} \) for all \( i \in [d] \). For \( i \in [d] \), let \( \mathcal{P}_i \) denote the set of functions over \([n]^d \) with no violations to \( \mathcal{P} \) along dimension \( i \). Let \( \mathcal{P}_{i_{\text{line}}} \) denote the bounded derivative property of functions over \([n] \) defined by the bounding functions \( l_i, u_i : [n - 1] \to \mathbb{R} \).

Consider an \( \alpha \)-erased function \( f : [n]^d \to \mathbb{R} \cup \{\perp\} \). Let \( \mathcal{N} \subseteq [n]^d \) denote the set of nonerased points in \( f \). For an axis-parallel line \( \ell \in \mathcal{L} \), let \( \mathcal{N}_\ell \) denote the set of nonerased points on \( \ell \) and \( f_\ell \) denote the function \( f \) restricted to \( \ell \).

**Lemma 3.7.7** shows that, for a uniformly random axis-parallel line \( \ell \in \mathcal{L} \), the expected relative Hamming distance of \( f_\ell \) from \( \mathcal{P}_{i_{\text{line}}} \) is roughly proportional to the relative Hamming distance of \( f \) from \( \mathcal{P} \), where \( i \) is the dimension along which \( \ell \) lies.

First, we prove **Claim 3.7.6** that we use in our proof of **Lemma 3.7.7**.

**Claim 3.7.6.** Let \( \alpha \in [0, 1) \). For every \( \alpha \)-erased function \( f : [n]^d \to \mathbb{R} \cup \{\perp\} \) and every bounded derivative property \( \mathcal{P} \) over \([n]^d \), we have,

\[
\frac{1}{4} \text{dist}(f, \mathcal{P}) \leq \alpha \cdot d \cdot n^d + \sum_{i=1}^{d} \text{dist}(f, \mathcal{P}_i). 
\]

**Proof.** Let \( g : [n]^d \to \mathbb{R} \) be a function in \( \mathcal{P} \) such that \( \text{dist}(g_{|[\mathcal{N}^\perp]}, f_{|[\mathcal{N}^\perp]}) \) is minimum. We define \( f_* : [n]^d \to \mathbb{R} \), a completion of \( f \), such that \( f_*(x) = f(x) \) for all \( x \in \mathcal{N} \) and \( f_*(x) = g(x) \) for all \( x \notin \mathcal{N} \).

For all \( i \in [d] \), let \( g^i : [n]^d \to \mathbb{R} \) in \( \mathcal{P}_i \) be such that \( \text{dist}(g^i_{|[\mathcal{N}^\perp]}, f_{|[\mathcal{N}^\perp]}) \) is minimum. Also, for all \( i \in [d] \), let \( h^i : [n]^d \to \mathbb{R} \) be defined as \( h^i(x) = f(x) \) for all \( x \in \mathcal{N} \), and \( h^i(x) = g^i(x) \) for \( x \notin \mathcal{N} \). Note that, for all \( i \in [d] \), the function \( h^i \) is a completion of \( f \). We have,

\[
\frac{1}{4} \text{dist}(f, \mathcal{P}) \leq \frac{1}{4} \text{dist}(f_*, \mathcal{P}) \quad (: \text{as } f_* \text{ is a completion of } f)
\]
\[ \sum_{i=1}^{d} \text{dist}(f, P^i) \quad (\because \text{dimension reduction (Chakrabarty et al. (2017)))} \]
\[ \leq \sum_{i=1}^{d} \text{dist}(f, g^i) \quad (\because g^i \in P^i) \]
\[ \leq \sum_{i=1}^{d} \text{dist}(f, h^i) + \sum_{i=1}^{d} \text{dist}(h^i, g^i) \quad \text{(triangle inequality)} \]
\[ \leq d \cdot \alpha \cdot n^d + \sum_{i=1}^{d} \text{dist}(f, P^i). \]

To see the last inequality, notice that \( f_* \) and \( h^i \) differ only on points in \([n]^d \setminus \mathcal{N}\). Hence, for all \( i \in [d] \), we have, \( \text{dist}(f_*, h^i) \leq \alpha \cdot n^d \). Also, for all \( i \in [d] \), \( \text{dist}(f, P^i) \) is defined as the minimum number of points in \( \mathcal{N} \) that every completion of \( f \) need to be changed to get a function in \( P^i \). For \( i \in [d] \), since the function \( h^i \) is a completion of \( f \) and \( g^i \) is the function that minimizes \( \text{dist}(g^i_{\mathcal{N}}, f_{\mathcal{N}}) \), we can see that \( \text{dist}(f, P^i) \geq \text{dist}(h^i, g^i) \).

We now use Claim 3.7.6 to prove the first part of our dimension reduction.

**Lemma 3.7.7** (Dimension reduction: distance). Let \( \varepsilon_f \) be the relative Hamming distance of \( f \) from \( \mathcal{P} \). Given \( \ell \in \mathcal{L} \), let \( \varepsilon_\ell \) denote the relative Hamming distance of \( f_\ell \) from \( \mathcal{P}^i_{\text{line}} \), where \( i \in [d] \) is the dimension along which \( \ell \) lies. Then
\[ \mathbb{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell] \geq \frac{\varepsilon_f}{4d} - \alpha. \]

**Proof.** There are \( d \) axis-parallel directions and, therefore, \( dn^{d-1} \) axis-parallel lines in \([n]^d\). Thus, \( \Pr[E_\ell] = 1/dn^{d-1} \), where \( E_\ell \) is the event of getting a specific axis parallel line \( \ell \) while sampling u.a.r. from \( \mathcal{L} \). Let \( \mathcal{L}_i \) denote the set of axis parallel lines along
\[ E_{\ell \sim \mathcal{L}}[\varepsilon_{\ell}] = \sum_{\ell \in \mathcal{L}} \varepsilon_{\ell} \cdot \Pr[E_{\ell}] \]
\[ = \sum_{i=1}^{d} \sum_{\ell \in \mathcal{L}} \varepsilon_{\ell} \cdot \Pr[E_{\ell}] \]
\[ = \frac{1}{d n^{d-1}} \sum_{i=1}^{d} \sum_{\ell \in \mathcal{L}} \frac{\text{dist}(f_{\ell}, \mathcal{P}_{\text{line}}^{i})}{n} \]
\[ = \frac{1}{d n^{d}} \sum_{i=1}^{d} \sum_{\ell \in \mathcal{L}} \text{dist}(f_{\ell}, \mathcal{P}_{\text{line}}^{i}) \]
\[ = \frac{1}{d n^{d}} \sum_{i=1}^{d} \text{dist}(f, \mathcal{P}_{\text{line}}^{i}) \]
\[ \geq \frac{1}{d n^{d}} \left( \frac{\text{dist}(f, \mathcal{P})}{4} - \alpha d \cdot n^{d} \right) \quad \text{by Claim 3.7.6} \]
\[ \geq \frac{\varepsilon_{f}}{4d} - \alpha. \]

We conclude this section with the second part of our dimension reduction.

**Lemma 3.7.8** (Dimension reduction: fraction of erasures). Consider an \( \alpha \)-erased function \( f : [n]^{d} \rightarrow \mathbb{R} \cup \{\perp\} \). Given an axis-parallel line \( \ell \in \mathcal{L} \), let \( \alpha_{\ell} \) denote the fraction of erased points in \( \ell \). Then, for every \( \eta \in (0, 1) \),

\[ \Pr_{\ell \sim \mathcal{L}}[\alpha_{\ell} > \alpha/\eta] \leq \eta. \]

**Proof.** Note that a uniformly randomly sampled point in \( [n]^{d} \) is erased with probability \( \alpha \). We can sample a point uniformly at random by first sampling a line \( \ell \in \mathcal{L} \) uniformly at random and then sampling a point uniformly randomly on \( \ell \), which is
erased with probability $\alpha_\ell$. Therefore we have

$$\alpha = \sum_{\ell \in \mathcal{L}} \Pr[E_\ell \cdot \alpha_\ell = \mathbb{E}_{\ell \sim \mathcal{L}}[\alpha_\ell]].$$

The claim then follows from Markov’s inequality. \hfill \Box

### 3.7.3 Erasure-Resilient Bounded Derivative Property Testers for the Hypergrids

We now present our erasure-resilient tester for an arbitrary BDP $\mathcal{P}$ and complete the proof of Theorem 3.3.2. Let $\mathcal{B} = \{\ell_i, u_i : i \in [d]\}$ be a bounding family for $\mathcal{P}$, where $\ell_i, u_i : [n - 1] \rightarrow \mathbb{R}$. Let $\mathcal{L}_i$ denote the set of axis-parallel lines along dimension $i$. Our tester is described in Algorithm 3.4.

**Algorithm 3.4** Erasure-Resilient Tester for BDP $\mathcal{P}$ over $[n]^d$

**Input:** parameters $\varepsilon \in (0, 1), \alpha \in [0, \varepsilon/968d]$; oracle access to $f : [n]^d \rightarrow \mathbb{R} \cup \{\perp\}$

1. Set $Q = \left\lceil \frac{4800d \cdot \log n}{\varepsilon} \right\rceil$.
2. repeat $\frac{48d}{\varepsilon \cdot 4d\alpha}$ times:
   3. Sample a line $\ell \in \mathcal{L}$ uniformly at random.
   4. Define $g$ and $h$ from $f_\ell, \ell_i$ and $u_i$ as in Claim 3.7.3 if $\ell$ is sampled from $\mathcal{L}_i$.
   5. Sample points u.a.r. from $\ell$ and query them until we get a point $s \in \mathcal{N}$.
   6. Perform a randomized binary search for $s$ on $\ell$ as in Algorithm 3.2.
   7. Reject if any violation to monotonicity is found in either $g$ or $h$.
   8. Accept at any point if the number of queries exceed $Q$.

The bound on the query complexity of the tester is evident from its description. We will now prove its correctness in Lemma 3.7.9, which will then imply Theorem 3.3.2. The proof of Lemma 3.7.9 is very similar to the proof of Lemma 3.6.4. The only difference is that we use an additional step in the analysis to reduce BDP testing to monotonicity testing over the line, given by Claim 3.7.3. This step introduces constant-factor differences in the mathematical expressions.
Lemma 3.7.9. Algorithm 3.4 accepts if \( f \) is in \( \mathcal{P} \), and rejects with probability at least 2/3 if \( f \) is \( \varepsilon \)-far from \( \mathcal{P} \).

Proof. To prove the first part of the lemma, consider an \( \alpha \)-erased function \( f \in \mathcal{P} \) and consider an arbitrary iteration of the tester. Suppose the tester samples a line \( \ell \in \mathcal{L} \) such that \( \ell \) is along the \( i \)th dimension. Let \( g_\ell, h_\ell : [n] \to \mathbb{R} \cup \{\perp\} \) denote the functions \( g \) and \( h \) obtained by applying Claim 3.7.3 to \( f_\ell \) and \( \mathcal{P}_{\text{line}}^i \). By Claim 3.7.3, we know that \( f_\ell \) is in \( \mathcal{P}_{\text{line}}^i \) iff both \( h_\ell \) and \( g_\ell \) are monotone. As is clear from Algorithm 3.4, the tester runs (1-sided error) erasure-resilient monotonicity testers for two such functions and therefore, the tester accepts \( f \) in that iteration. Hence, the tester accepts \( f \).

Assume that \( f \) is \( \varepsilon \)-far from \( \mathcal{P} \). Let \( \alpha^* \leq \alpha \) be the actual fraction of erasures in \( f \). As before, we analyze a ‘thought tester’ that is identical to Algorithm 3.4 except that it runs Step 2 only \( \frac{48d}{\varepsilon - 4d\alpha^*} \) times.

Let \( A \) denote the event that the tester does not reject \( f \) in any of its iterations. If \( q \) denotes the total number of queries made by the tester, we have, \( \Pr[A] \leq \Pr[A \mid q \leq Q] + \Pr[q > Q] \).

Let \( t \) denote \( \frac{48d}{\varepsilon - 4d\alpha^*} \), the number of iterations of the tester. Let \( A_i \) denote the event that the tester accepts in its \( i \)th iteration. As before, let \( E_\ell \) denote the event that the tester gets the line \( \ell \) when it samples lines u.a.r. from \( \mathcal{L} \). Let \( \varepsilon_\ell \) denote the relative Hamming distance of \( f_\ell \) from \( \mathcal{P}_{\text{line}}^j \), where \( j \) is the index of the dimension along which \( \ell \) lies. By Claim 3.7.3, either \( g_\ell \) or \( h_\ell \) is \( \varepsilon_\ell/4 \)-far from monotone. Thus, the tester rejects with probability at least \( \varepsilon_\ell/4 \) if it samples \( \ell \). We then have,

\[
\Pr[A_i \mid q \leq Q] \leq \sum_{\ell \in \mathcal{L}} \left(1 - \frac{\varepsilon_\ell}{4}\right) \Pr[E_\ell] = 1 - \frac{1}{4} \cdot \mathbb{E}_{\ell \sim \mathcal{L}}[\varepsilon_\ell].
\]
Using Lemma 3.7.7 and the fact that $\varepsilon_f \geq \varepsilon$, we have,

$$\mathbb{E}_{t \sim \mathcal{L}[\varepsilon_t]} \geq \frac{\varepsilon_f}{4d} - \alpha^* \geq \frac{\varepsilon}{4d} - \alpha^*.$$ 

Therefore,

$$\Pr[A \mid q \leq Q] = \prod_{i=1}^{t} \Pr[A_i \mid q \leq Q] \leq \left(1 - \frac{\varepsilon - 4d\alpha^*}{16d}\right)^t < \frac{1}{10}.$$ 

It now remains to bound $\Pr[q > Q]$. Let $\eta$ stand for $1/10t$. Let $\alpha_i$ denote the fraction of erasures in the line sampled during iteration $i$ and let $q_i$ denote the number of queries made by the algorithm during iteration $i$. Let $G$ denote the (good) event that $\alpha_i \leq \alpha^*/\eta$ for all iterations $i \in [t]$. By Corollary 3.5.4, $\mathbb{E}[q_i \mid G] \leq 5\eta \cdot \log n/(\eta - \alpha^*)$, and by the linearity of expectation,

$$\mathbb{E}[q \mid G] \leq \frac{\log n}{2(\eta - \alpha^*)} \leq \frac{480d\log n}{\varepsilon},$$

where the last inequality follows from our assumption that $\alpha \leq \varepsilon/968d$. Using Markov’s inequality,

$$\Pr[q > Q \mid G] \leq \frac{1}{10}.$$ 

Also, by combining Lemma 3.7.8 with a union bound, we can see that $\Pr[\overline{G}] \leq 1/10$. Therefore,

$$\Pr[q > Q] \leq \Pr[q > Q \mid G] + \Pr[\overline{G}] \leq \frac{1}{5}.$$ 

$\square$
3.7.4 Limitations of Dimension Reduction in Erasure-Resilient Testing

In this section, we show that when the fraction of erasures is large enough, dimension reduction based testers that sample axis parallel lines uniformly at random and check for violations on them, are bound to fail. Axis-parallel lines in hypercubes (Definition 3.2.1) are called edges. We prove the following claim.

**Lemma 3.7.10.** For all \( \varepsilon \in (1/e^2, 1/2) \), all large enough even \( d \) and \( \alpha = \Theta(\varepsilon/\sqrt{d}) \), there exists an \( \alpha \)-erased function \( f : \{0, 1\}^d \to \mathbb{R} \cup \{\perp\} \), such that \( f \) is \( \varepsilon \)-far from monotone but \( f \) has no violations to monotonicity along the edges of the hypercube \( \{0, 1\}^d \).

*Proof.* Let \( \varepsilon \in (\frac{1}{e^2}, 1/2) \). Fix a large enough even number \( d \in \mathbb{N} \). Let \( k \in (d/2 - \sqrt{d}, d/2) \) be the smallest natural number such that \( \varepsilon \cdot 2^d \leq \sum_{i=0}^{k} \binom{d}{i} \). Such a \( k \) has to exist because \( \sum_{i=0}^{d/2} \binom{d}{i} = \frac{1}{2} \cdot 2^d \) and \( \sum_{i=0}^{d/2 - \sqrt{d}} \binom{d}{i} < \frac{1}{2} \cdot 2^d \), where the latter inequality follows by an application of the Hoeffding bound to an appropriately defined binomial random variable.

For \( x \in \{0, 1\}^d \), let \( ||x||_0 \) denote the number of nonzero coordinates in \( x \). The function \( f \), for \( x \in \{0, 1\}^d \) is defined as:

\[
f(x) = \begin{cases} 
\perp & \text{if } ||x||_0 = k + 1 \\
1 & \text{if } ||x||_0 > k + 1 \\
0 & \text{otherwise.}
\end{cases}
\]

The fraction of erasures \( \alpha^* \) in \( f \) is equal to \( \frac{d}{2d} \). Recall that the distance to monotonicity of a function \( f : \{0, 1\}^d \to \{0, 1\} \), denoted by \( \varepsilon_f \), is the fraction of nonerased function values that needs to be changed in every completion of \( f \) to make it monotone. We can see that \( \varepsilon_f = \frac{\sum_{i=0}^{k} \binom{d}{i}}{2^d} \), since we need to change all the function values “below the erased layer of the hypercube” in order to make \( f \) monotone. We
can also see that no edge of the hypercube is violated with respect to monotonicity.

Since \( d^2 - (k + 1) = o(n^{2/3}) \), we can use the fact shown by Spencer & Florescu (2014) that \( \frac{(k+1)}{2^d} = \Theta \left( \frac{1}{\sqrt{d}} \right) \). Putting everything together, we get, \( \alpha^* / \varepsilon_f = \Theta(1/\sqrt{d}) \). This completes the proof of the lemma.

3.8 ERASURE-RESILIENT CONVEXITY TESTER FOR THE LINE

In this section, we prove Theorem 3.3.3. Given an \( \alpha \)-erased function \( f : [n] \rightarrow \mathbb{R} \cup \{ \perp \} \), let \( \nu_i \) denote the \( i \)-th nonerased domain point in \([n]\). The derivative of \( f \) at a point \( \nu_i \in \mathcal{N} \), denoted by \( \Delta f(\nu_i) \), is \( \frac{f(\nu_{i+1}) - f(\nu_i)}{\nu_{i+1} - \nu_i} \), whenever \( \nu_{i+1} \leq n \). The function \( f \) is convex iff \( \Delta f(\nu_i) \leq \Delta f(\nu_{i+1}) \) for all \( i \in [|\mathcal{N}| - 2] \). In other words, a function is convex iff its derivative is monotone.

Looking at the above definition, it would seem that testing convexity of a function can be reduced to testing monotonicity of its derivative. However, this reduction does not work even for the case of testing when there are no erasures, since there are functions that are very far from convex but whose derivatives are very close to monotone. One such example, given by Parnas et al. (2003), is the following function \( f : [n] \rightarrow \mathbb{R} \) defined for even \( n \). For \( i \leq n/2 \), we have \( f(i) = i \) and for \( i > n/2 \), we have \( f(i) = i - 1 \). This function is \( \frac{1}{2} \)-far from convex. But its derivative, \( \Delta f \), takes the value 1 on all points except for a single point, where it is 0. Hence, \( \Delta f \) is \( \frac{1}{n-1} \)-close to monotone.

Parnas et al. (2003) then describe a convexity tester by utilizing the relationship between convexity of a function and the monotonicity of its derivative more cleverly. Our tester builds upon the ideas of the convexity tester of Parnas et al. (2003).

A high-level idea of the tester is as follows. Our tester (Algorithm 3.5) has several iterations. Every iteration of the tester can be thought of as a traversal of a uni-
formly random rooted path in a random binary search tree $T$ on $N$ sampled from the distribution $D_T$, just as Algorithm 3.2. For each interval on such a path, we check a set of conditions computed based on the values at some nonerased points in the interval, called anchor points, and two real numbers, called the left and right slopes. More specifically, we verify that the function restricted to the sampled nonerased points in the interval is convex, by comparing the slopes across consecutive points. The algorithm accepts if all the intervals it sees pass these checks. The main steps

**Algorithm 3.5 Erasure-Resilient Convexity Tester**

**Input:** parameters $\varepsilon \in (0, 1)$, $\alpha \in [0, 1)$; oracle access to $f : [n] \rightarrow \mathbb{R} \cup \{\bot\}$.

1. Set $Q = \lceil \frac{180\log n}{\varepsilon} \rceil$.
2. **Accept** at any point if the number of queries exceeds $Q$.
3. repeat $2^{\frac{\alpha}{\varepsilon}}$ times
4. Sample points in $I[1, n]$ u.a.r and query them until we get a point $s \in N$.
5. Test-Interval$(I[1, n], \emptyset, -\infty, +\infty, s)$ and **Reject** if it rejects.
6. **Accept**.

in the analysis of the tester follow that of the analysis of Algorithm 3.2. To analyze the tester, we first prove that, with high probability, the algorithm does not run out of its budget of queries $Q$. For this, we classify the queries that the tester makes into two kinds as follows and analyze them separately.

**Definition 3.8.1** (Sampling Queries). The queries made by the tester when it repeatedly samples and queries points from an interval until it finds a nonerased domain point are called sampling queries.

**Definition 3.8.2** (Walking Queries). The queries made by the tester when it keeps querying consecutive points from an interval, starting from one nonerased point until it finds the next nonerased point, are called walking queries.

In the proof of Lemma 3.8.3, we first show that the expected number of walking
queries is at most twice the number of the expected number of the sampling queries and then use Corollary 3.5.4 to bound the expected number of sampling queries.

In the second part of the analysis we prove that, conditioned on the total number of queries made by the algorithm not exceeding \( Q \), in each iteration, with probability at least \( \varepsilon \), the tester rejects a function that is \( \varepsilon \)-far from convex. This part of the proof draws ideas from the proof of correctness of the tester in Parnas et al. (2003).

**Procedure 3.6 Test-Interval**

**Input:** interval \( I[i, j] \); a set of nonerased points \( \mathcal{A} \); left slope \( m_\ell \in \mathbb{R} \); right slope \( m_r \in \mathbb{R} \); search point \( s \in \mathcal{N} \).

1: Sample points u.a.r. from \( I[i, j] \) and query them until we get a point \( x \in \mathcal{N} \).
2: Sequentially query points \( x + 1, x + 2 \ldots \) until we get a nonerased point \( y \).
3: \( \triangleright \) Set \( y \leftarrow x \) if there is no nonerased point in \( I[i, j] \) to the right of \( x \).
4: Sequentially query points \( x - 1, x - 2 \ldots \) until we get the nonerased point \( z \).
5: \( \triangleright \) Set \( z \leftarrow x \) if there is no nonerased point in \( I[i, j] \) to the left of \( x \).
6: Let \( (a_1, a_2, \ldots, a_k) \) denote the sorted list of points in the set \( \mathcal{A}' = \mathcal{A} \cup \{x, y, z\} \).
7: Let \( m_i = (f(a_{i+1}) - f(a_i))/(a_{i+1} - a_i) \) for all \( i \in [k - 1] \).
8: Reject if \( m_\ell \leq m_1 \leq m_2 \leq \cdots \leq m_{k-1} \leq m_r \) is not true.
9: Let \( \mathcal{A}_x' \) and \( \mathcal{A}_z' \) be the sets of points in \( \mathcal{A}' \) that are smaller and larger than \( x \), respectively.
10: if \( s < x \) then
11: \hspace{1em} Reject if \( \text{Test-Interval}(I[i, z], \mathcal{A}_x', m_\ell, \Delta f(z), s) \) rejects.
12: if \( s > x \) then
13: \hspace{1em} Reject if \( \text{Test-Interval}(I[y, j], \mathcal{A}_z', \Delta f(x), m_r, s) \) rejects.
14: Accept.

**Lemma 3.8.3.** Algorithm 3.5 accepts if \( f \) is convex, and rejects with probability at least \( 2/3 \) if \( f \) is \( \varepsilon \)-far from convex.

**Proof.** We first define some notation for our analysis. Consider a search path traversed by the algorithm. Similar to the analysis of Algorithm 3.2, this path can be viewed as a uniformly random rooted path in a binary tree \( \mathcal{T} \) over \( \mathcal{N} \), sampled according to \( \mathcal{D}_\mathcal{T} \). Let \( I[i, j] \) be an interval on the path. Consider the execution of Test-Interval
(Procedure 3.6) called with $I[i, j]$ as the first argument. We call the nonerased point $x$ sampled in Step 1 of Procedure 3.6 its *pivot*, the set of points $A'$ in Step 6 of Procedure 3.6 its *anchor set* and the values $m_\ell$ and $m_r$ (passed to the procedure TEST-INTERVAL) as its *left* and *right slopes*, respectively. That is, given a binary search tree $\mathcal{T}$ over $\mathcal{N}$, we associate each node in the tree with an interval, a pivot, an anchor set and two slopes. Note that the size of the anchor set $A'$ in Step 6 is at most 5, since each interval can have at most two anchor points of its ancestors carried down to it (the extreme nonerased points of the interval), and also have at most 3 of its own anchor points.

It is evident that the tester accepts whenever $f$ is convex. To prove the other part of the lemma, assume that $f$ is $\varepsilon$-far from convex. Let $\alpha^* \leq \alpha$ denote the actual fraction of erasures in $f$. As before, it is enough to analyze a “thought tester” that is identical to Algorithm 3.5 in all respects except that it runs Step 3 only $2(1 - \alpha^*)/\varepsilon$ times.

Let $A$ be the event that the tester accepts $f$. Let $q$ denote the total number of queries made. We have, $\Pr[A \leq \Pr[A \mid q \leq Q] + \Pr[q > Q]$.

We first bound $\Pr[q > Q]$. As mentioned earlier, the queries made by the tester can be classified into sampling queries (Definition 3.8.1) and walking queries (Definition 3.8.2). By Corollary 3.5.4, the expected number of sampling queries made in one iteration of the tester is at most $5 \log n/(1 - \alpha^*)$.

We will now bound the expected number of walking queries. Consider an interval $I$ with $\alpha_I$ fraction of erasures in it. A point in $I$ can get queried as part of the walking queries if either the first nonerased point to its right or the first nonerased point to its left on the line $[n]$ gets sampled as the pivot of $I$. For a nonerased point $i \in I$, let $w(i)$ denote the number of walking queries to be made if the algorithm samples $i$ as
the pivot. Therefore
\[
\sum_{i \in \mathcal{N} \cap I} w(i) \leq 2|I|,
\]
since every point in \(I\) gets counted at most twice in this sum. There are exactly \(|I|(1 - \alpha_I)\) nonerased points in \(I\) and each of them could be the pivot in \(I\) with equal probability. Hence, the expected number of walking queries that Algorithm 3.5 makes in \(I\) is at most \(2/(1 - \alpha_I)\). This is at most twice the expected number of sampling queries that the algorithm makes in \(I\).

Therefore, by the linearity of expectation, the expected number of walking queries made in one iteration of the tester is at most \(10 \log n/(1 - \alpha^*)\). Thus, the expected value of the total number of queries made by the tester in one iteration is at most \(15 \log n/(1 - \alpha^*)\) and that over all iterations is at most \(30(1 - \alpha^*) \log n/\varepsilon(1 - \alpha^*) = 30 \log n/\varepsilon\). Thus, by Markov’s inequality,

\[
\Pr[q > Q] \leq \frac{1}{6}.
\]

Next, we bound \(\Pr[A|q \leq Q]\). Consider a binary search tree \(\mathcal{T}\) over \(\mathcal{N}\), sampled according to the distribution \(\mathcal{D}_\mathcal{T}\), and a function \(f : [n] \rightarrow \mathbb{R} \cup \{\perp\}\). Let \(\Gamma(I[i, j], \mathcal{A}, m_\ell, m_r)\) be a node in \(\mathcal{T}\) with interval \(I[i, j]\), anchor set \(\mathcal{A} = \{a_1, \ldots, a_k\} \subseteq I[i, j]\) and slopes \(m_\ell\) and \(m_r\) such that \(a_i \leq a_{i+1}\) for all \(i \in [k - 1]\). Let \(m_i = (f(a_{i+1}) - f(a_i))/(a_{i+1} - a_i)\) for all \(i \in [k - 1]\).

**Definition 3.8.4** (Good Node, Bad Node). A node \(\Gamma(I[i, j], \mathcal{A}, m_\ell, m_r)\) is good if \(m_\ell \leq m_1 \leq m_2 \leq \cdots \leq m_{k-1} \leq m_r\). Otherwise, it is bad.

**Definition 3.8.5** (Violator Node). An node \(\Gamma\) is a violator if it is bad and all its ancestor nodes in \(\mathcal{T}\) are good.

**Definition 3.8.6** (Witness). A nonerased domain point is a witness with respect to
We prove that if $f$ is $\varepsilon$-far from convex, then, for every binary search tree $T$, the fraction of nonerased domain points that are witnesses is at least $\frac{\varepsilon}{1-\alpha^*}$. We start by assuming that there is a tree in which the fraction of witnesses is less than $\frac{\varepsilon}{1-\alpha^*}$. We show that we can correct the function values only on the witnesses and get a convex function, which gives a contradiction.

**Claim 3.8.7.** If $f$ is $\varepsilon$-far from convex, then the fraction of witnesses in every binary search tree $T$ is at least $\frac{\varepsilon}{1-\alpha^*}$.

**Proof.** Assume for the sake of contradiction that there is a binary search tree $T$ such that the fraction of witnesses with respect to $T$ is less than $\frac{\varepsilon}{1-\alpha^*}$. In the following, we will construct a convex function $g : [n] \rightarrow \mathbb{R} \cup \{\bot\}$ by changing the values of $f$ only on witnesses with respect to $T$. Since the fraction of witnesses is less than $\frac{\varepsilon}{1-\alpha^*}$, functions $f$ and $g$ will differ on less than an $\frac{\varepsilon n}{1-\alpha^*}$ fraction of nonerased domain points, which will give us the desired contradiction.

Consider a violator node $\Gamma$ in $T$ and let $I[i,j]$ be the interval associated with it. If $\Gamma$ is the root of $T$, every nonerased domain point in $f$ is a witness by definition. This contradicts our assumption that the fraction of witnesses is less than $\frac{\varepsilon}{1-\alpha^*}$. Therefore, we can assume that $\Gamma$ is a non-root node in $T$. Let the anchor set and slopes associated with the parent node of $\Gamma$ in $T$ be $A = \{a_1, a_2, \ldots, a_k\}$, $m_\ell$ and $m_r$, respectively. Assume without loss of generality that $a_i \leq a_{i+1}$ for all $i \in [k - 1]$. Suppose that $\Gamma$ is the right child of its parent. The case when $\Gamma$ is the left child of its parent is analogous and is hence omitted. Let $\{a_u, a_{u+1}, \ldots, a_k\}$ be the set of points common to $I[i,j]$ and $A$. By definition, $a_u$ is the smallest nonerased domain point in $I[i,j]$. Also, the left slope of $I[i,j]$ is $(f(a_u) - f(a_{u-1}))/ (a_u - a_{u-1})$ and its right slope is equal to $m_r$. 

$T$ if it belongs to an interval associated with a violator node in $T$. 
Let $m_v = (f(a_{v+1}) - f(a_v))/(a_{v+1} - a_v)$ for all integers $v$ such that $v \in [u - 1, k)$.

We define $g$ as follows.

- For each $t \in \{a_u, a_{u+1}, \ldots, a_k\}$, set $g(t) = f(t)$.

- For each integer $v \in [u, k)$ and $t \in \mathcal{N} \cap (a_v, a_{v+1})$, set
  
  $$g(t) = f(a_v) + m_v \cdot (t - a_v)$$

- For each $t \in \mathcal{N}$ such that $j \geq t > a_k$, set
  
  $$g(t) = f(a_k) + m_{k-1} \cdot (t - a_k).$$

Since $\Gamma$ is a violator node, the parent node of $\Gamma$ is good, by definition. This implies that $m_{u-1} \leq m_u \leq \ldots \leq m_{k-1} \leq m_r$. Therefore, the derivatives of nonerased points in $I[i, j]$ are non-decreasing with respect to $g$, by virtue of our assignment.

To prove that $g$ is convex, we first show that every node in $\mathcal{T}$ is good with respect to $g$.

1. Consider a node $\Gamma$ in $\mathcal{T}$ that is good with respect to $f$. Let $I[i, j]$ be the interval associated with $\Gamma$. If $\Gamma$ has no ancestors or descendants that are violators (w.r.t. $f$), it remains good with respect to $g$ as well, since $g(t) = f(t)$ for all $t \in I[i, j]$.

2. Consider a node $\Gamma$ in $\mathcal{T}$ such that $\Gamma$ and its ancestors are all good w.r.t. $f$. Let $I$ be the interval associated with $\Gamma$. To prove that $\Gamma$ is good w.r.t. $g$, it is enough to show that $f(t) = g(t)$ for every anchor point $t \in I$ of $\Gamma$. Note that the only points $t \in I$ for which $f(t)$ and $g(t)$ could be different are the points belonging to intervals associated with violator nodes in $\mathcal{T}$ that are descendants of $\Gamma$. Consider a node $\Gamma'$ in $\mathcal{T}$ such that (1) $\Gamma'$ is a descendant of $\Gamma$, and (2) $\Gamma'$ is
a violator node w.r.t. $f$. Let $I'$ be the interval associated with $\Gamma'$. The definition of $g$ on points in $I'$ ensures that $g(t) = f(t)$ for every point $t$ common to the anchor sequence of $\Gamma$ and the interval $I'$. Thus, we can see that $f(t) = g(t)$ for every anchor point $t \in I$ of $\Gamma$. Hence, $\Gamma$ remains good with respect to $g$.

3. Consider a node $\Gamma$ that is either a violator node or has a violator ancestor $\Gamma$ (w.r.t. $f$). Let $I$ and $I'$ be the intervals associated with $\Gamma$ and $\Gamma'$ respectively. By definition, the parent of $\Gamma'$ is good with respect to $f$. Therefore, by the definition of $g$ on $I'$, we have $\Delta g(t - 1) \leq \Delta g(t)$ for all $t \in \mathcal{N} \cap I'$. Therefore, $\Gamma'$ is good with respect to $g$, and hence $\Gamma$ is also good with respect to $g$.

We proved that every node in the tree $\mathcal{T}$ is good with respect to $g$. We now prove that $g$ is convex. Consider a point $\nu_t \in \mathcal{N}$ such that $2 \leq t \leq |\mathcal{N}| - 1$, where $\nu_t$ denotes the $i^{th}$ nonerased point in $[n]$. This point occurs in $\mathcal{T}$ either as the pivot of a non-leaf node or as the sole nonerased domain point in the interval associated with a leaf node. In the former case, the condition $\Delta g(\nu_{t-1}) \leq \Delta g(\nu_t)$ is part of the goodness condition of the corresponding node and is satisfied. In the latter case, $\Delta g(\nu_{t-1})$ and $\Delta g(\nu_t)$ are the left and right slopes of the leaf and are compared as part of the goodness condition of the leaf. Thus, $\Delta g(\nu_{t-1}) \leq \Delta g(\nu_t)$ for all $\nu_t \in \mathcal{N}$ such that $2 \leq t \leq |\mathcal{N}| - 1$. Thus, $g$ is convex.

We conclude our analysis by bounding the probability that the tester does not find a violation. Since the search point $s$ is chosen uniformly at random from the set of nonerased domain points, the probability that it is a witness is at least $\frac{\varepsilon}{1 - \alpha^2}$ and thus, the tester detects a violation to convexity with probability at least $\frac{\varepsilon}{1 - \alpha^2}$ in every iteration. Therefore,

$$\Pr[A \mid q \leq Q] \leq (1 - \frac{\varepsilon}{1 - \alpha^2})^{2(1 - \alpha^2)} < \frac{1}{6}.$$
3.9 CONNECTION BETWEEN STANDARD, ERASURE-RESILIENT, AND TOLERANT TESTING

In this section, we show that tolerant testing implies erasure-resilient testing, which is in turn implies standard testing. We first show that an erasure-resilient tester for a property is also a standard tester for the same property. We then show that the existence of a fully tolerant tester for a property implies the existence of an erasure-resilient tester for that property, and prove Observation 3.9.2. We also state and prove a slightly different version of Observation 3.9.2 for distance approximation algorithms, and apply that latter version to design erasure-resilient testers for sortedness, monotonicity, and convexity.

Observation 3.9.1 formalizes the intuition that an erasure-resilient tester for a property of functions also serves as a standard tester for the same property.

**Observation 3.9.1.** Let $Q(\cdot, \cdot, \cdot)$ be a function that is nondecreasing in its first input. Let $\alpha \in [0, 1), \varepsilon \in (0, 1)$ be such that $\alpha + \varepsilon < 1$. If $A$ is an $\alpha$-erasure-resilient $\varepsilon$-tester with query complexity $Q(\alpha, \varepsilon, |D|)$ for a property $P$ of functions of the form $f : D \rightarrow R$, then $A$ is also an $\varepsilon$-tester for $P$ with query complexity $Q(0, \varepsilon, |D|)$.

**Proof.** As mentioned in Remark 3.1.3, it is natural to assume that an $\alpha$-erasure-resilient $\varepsilon$-tester is also an $\alpha'$-erasure-resilient $\varepsilon$-tester for all $\alpha' \leq \alpha$. Therefore, $A$ is a 0-erasure-resilient $\varepsilon$-tester for $P$ with query complexity $Q(0, \varepsilon, |D|)$. Since a 0-erasure-resilient $\varepsilon$-tester is an $\varepsilon$-tester, the theorem follows. \qed

**Observation 3.9.2.** Let $\varepsilon_1, \varepsilon_2 \in (0, 1)$ be such that $\varepsilon_1 < \varepsilon_2$ and $\varepsilon_1 + \varepsilon_2 < 1$. If $A$ is an $(\varepsilon_1, \varepsilon_2)$-tolerant tester for a property $P$ of functions of the form $f : D \rightarrow R$, then
there exists an \( \varepsilon_1 \)-erasure-resilient \( \varepsilon_2 \)-tester for \( \mathcal{P} \) that has the same query complexity as \( A \).

**Proof.** Let \( e \) be an arbitrary element in the range \( \mathcal{R} \). For an \( \varepsilon_1 \)-erased function \( f \), let \( f_e^r \) denote the completion of \( f \) obtained by assigning the value \( e \) to all the erased points.

An \( \varepsilon_1 \)-erasure-resilient \( \varepsilon_2 \)-tester \( A' \) for \( \mathcal{P} \), when given oracle access to an \( \varepsilon_1 \)-erased function \( f : \mathcal{D} \to \mathcal{R} \cup \{ \bot \} \), simulates oracle access to the the function \( f_e^r \), runs algorithm \( A \) on \( f_e^r \) and accepts if and only if \( A \) accepts.

\( A \) and \( A' \) have the same query complexity.

If \( f \) satisfies \( \mathcal{P} \) there is a completion \( f' \) of \( f \) that satisfies \( \mathcal{P} \) and every other completion of \( f \) is \( \varepsilon_1 \)-close to \( f' \). Therefore, \( f_e^r \) is \( \varepsilon_1 \)-close to \( \mathcal{P} \). Since \( A \) accepts with probability at least \( 2/3 \), every function that is \( \varepsilon_1 \)-close to \( \mathcal{P} \), the tester \( A' \) also accepts \( f \) with probability at least \( 2/3 \).

If \( f \) is \( \varepsilon_2 \)-far from \( \mathcal{P} \), then every completion of \( f \) is \( \varepsilon_2 \)-far from \( \mathcal{P} \). This is, in particular, true for \( f_e^r \). Since \( A \) rejects with probability at least \( 2/3 \), every function that is \( \varepsilon_2 \)-far from \( \mathcal{P} \), the tester \( A' \) rejects \( f \) with probability at least \( 2/3 \).

Tolerant testers are intimately connected to algorithms that approximate the distance of a function to a specified property, when given oracle access to the function. For a property \( \mathcal{P} \) and a function \( f \), we denote by \( \varepsilon_\mathcal{P}(f) \) the relative Hamming distance of \( f \) to \( \mathcal{P} \).

**Definition 3.9.3** (Distance Approximation Algorithm). Let \( \eta \geq 1 \) and \( \delta \in [0, 1) \). An algorithm \( A \) is a \( \eta \)-multiplicative \( \delta \)-additive distance approximation algorithm for \( \mathcal{P} \), if, given oracle access to a function \( f \), the algorithm outputs, with probability at least \( 2/3 \), a value \( \tilde{\varepsilon} \) such that \( \frac{1}{\eta} \cdot \varepsilon_\mathcal{P}(f) - \delta \leq \tilde{\varepsilon} \leq \varepsilon_\mathcal{P}(f) \). If \( A \) works for all \( \delta \in [0, 1) \), we call it an \( \eta \)-multiplicative distance approximation algorithm.
Parnas et al. (2006) prove that the existence of a distance approximation algorithm for a property implies the existence of a tolerant tester for the same property. They also show that the existence of a fully tolerant tester for a property implies the existence of a distance approximation algorithm for the same property. Tolerant testers for many of the properties discussed in Section 3.2 are usually expressed as distance approximation algorithms. We now prove that the existence of a distance approximation algorithm for a property implies the existence of an erasure-resilient tester for that property (that works for a restricted range of parameters). Due to the equivalence between distance approximation and tolerant testing, the following theorem can be seen as a different version of Observation 3.9.2.

**Observation 3.9.4.** Let $\eta \geq 1$ and $\delta \in [0,1)$. Let $A$ be an $\eta$-multiplicative $\delta$-additive distance approximation algorithm for a property $\mathcal{P}$ of functions of the form $f : \mathcal{D} \to \mathcal{R}$. Then there exists an $\alpha$-erasure-resilient $\varepsilon$-tester $A'$ for $\mathcal{P}$ that makes the same number of queries as $A$ and works for all $\varepsilon \in (0,1), \alpha \in [0,1)$ satisfying $\alpha + \varepsilon < 1$ and $\alpha < \frac{\varepsilon}{\eta} - \delta$.

**Proof.** Fix an element $e \in \mathcal{R}$. As before, let $f^r_e$ denote the completion of an $\alpha$-erased function $f$ where the erased points are assigned the value $e$.

Consider the following algorithm $A'$. The algorithm $A'$, when given oracle access to an $\alpha$-erased function $f : \mathcal{D} \to \mathcal{R} \cup \{\perp\}$, simulates oracle access to $f^r_e$ and runs the tester $A$ on $f^r_e$. Let $\hat{\varepsilon}$ denote the estimate that $A$ computes at the end of its execution. If $\hat{\varepsilon} \leq \alpha$, the algorithm $A'$ accepts. Otherwise, it rejects.

If an $\alpha$-erased function $f$ satisfies $\mathcal{P}$, then $\varepsilon_\mathcal{P}(f^r_e) \leq \alpha$. Since $\hat{\varepsilon} \leq \varepsilon_\mathcal{P}(f^r_e)$ with probability at least $2/3$, the algorithm $A'$ will accept $f$ with probability at least $2/3$.

If $f$ is $\varepsilon$-far from $\mathcal{P}$, then every completion of $f$ is $\varepsilon$-far from $\mathcal{P}$, and hence $\varepsilon_\mathcal{P}(f^r_e) \geq \varepsilon$. Since $\hat{\varepsilon} \geq \frac{\varepsilon_\mathcal{P}(f^r_e)}{\eta} - \delta \geq \frac{\varepsilon}{\eta} - \delta > \alpha$ with probability at least $2/3$, the algorithm $A'$
will reject $f$ with probability at least $2/3$. Note that the last inequality in the above expression follows from the restriction on $\alpha$. \hfill \qed

We now revisit the properties discussed in Section 3.2 for which distance approximation algorithms are known and apply Observation 3.9.4 to those algorithms and obtain erasure-resilient testers. The parameters of these testers are much worse than what we obtained in the technical sections of this chapter, especially in terms of the restrictions on $\alpha$.

**Corollary 3.9.5** (Saks & Seshadhri (2017)). Let $c > 1$ be a constant. Let $\eta \in (1, 2)$. There exists an $\alpha$-erasure-resilient $\varepsilon$-tester for monotonicity of real-valued functions over $[n]$ that works for all $\alpha \in [0, 1), \varepsilon \in (0, 1)$ such that $\alpha < \frac{\varepsilon}{\eta}$ and $\alpha + \varepsilon < 1$, with query complexity $O((\frac{1}{\varepsilon(\eta-1)})^{O(\frac{1}{\eta-1})} \cdot \log c n)$.

**Corollary 3.9.6** (Fattal & Ron (2010)). Let $\delta \in [0, 1]$. There exists an $\alpha$-erasure-resilient $\varepsilon$-tester for monotonicity of functions from $[n]^d$ to a finite $R \subseteq \mathbb{R}$ that works for all $\alpha \in [0, 1), \varepsilon \in (0, 1)$ such that $\alpha + \varepsilon < 1$ and $\alpha < \frac{\varepsilon}{5d \log |R|} - \delta$, with query complexity $\tilde{O}(\frac{\log n}{\delta^4})$.

**Corollary 3.9.7** (Fattal & Ron (2007)). There exists an $\alpha$-erasure-resilient $\varepsilon$-tester for convexity of real-valued functions over $[n]$ that works for all $\alpha \in [0, 1), \varepsilon \in (0, 1)$ such that $\alpha + \varepsilon < 1$ and $\alpha < \frac{\varepsilon}{25}$, with query complexity $\tilde{O}(\frac{\log n}{\varepsilon})$. 
CHAPTER 4
Erasure-Resilient Property Testing Against Semi-Oblivious Adversary

In this chapter, we describe and study erasure-resilient property testing with a more powerful adversary.

4.1 MODEL DEFINITION AND OUR RESULTS

We first describe the erasure model that we consider and state our main results for erasure-resilient testing in that model.

Semi-Oblivious Erasure Oracles. An erasure oracle is one that can erase input values adversarially. It returns the symbol ⊥ to an algorithm whenever the point queried by that algorithm is erased. The erasure oracle that we considered in Chapter 3 is one that erases points obliviously. In other words, all the erasures are made before the tester makes queries. In this chapter, we relax this obliviousness assumption and define the following erasure oracle.

Definition 4.1.1 (Semi-Oblivious Erasure Oracle). An erasure oracle is semi-oblivious if it makes at most 1 erasure adversarially before answering each query of the algorithm.

A tester that accesses its inputs via a semi-oblivious erasure oracle is called a erasure-resilient tester against a semi-oblivious adversary.

Our Results. We investigate the complexity of erasure-resilient testing against a semi-oblivious adversary for sortedness of real-valued arrays as well as linearity of Boolean functions over the Boolean hypercube.
The problem of testing sortedness was already considered in Chapter 3. We prove that erasure-resilient testing sortedness of real-valued arrays against a semi-oblivious adversary is impossible.

**Theorem 4.1.2.** For all \( \varepsilon \in (0, \frac{1}{12}] \), no algorithm can \( \varepsilon \)-test sortedness of real-valued arrays accessed via a semi-oblivious erasure oracle.

In contrast, as proven in Chapter 3, oblivious \( \alpha \)-erasure-resilient \( \varepsilon \)-testing sortedness of real-valued arrays of length \( n \) has query complexity \( \Theta(\log n) \) for all constant \( \alpha \in [0, 1], \varepsilon \in (0, 1) \). This implies that sortedness is a natural property for which erasure-resilient testing against a semi-oblivious adversary is impossible, whereas oblivious erasure-resilient testing is easy.

Let \( d \in \mathbb{N} \). Given \( x, y \in \{0, 1\}^d \), we use \( x \oplus y \) to denote the vector \((x_1 + y_1, x_2 + y_2, \ldots, x_d + y_d)\), where \( + \) denotes addition modulo 2. A function \( f : \{0, 1\}^d \rightarrow \{0, 1\} \) is linear if for all \( x, y \in \{0, 1\}^d \), we have \( f(x) + f(y) = f(x \oplus y) \). The following theorem shows that erasure-resiliently testing linearity against a semi-oblivious adversary can be done using a constant number of queries, independent of the size of the domain.

**Theorem 4.1.3.** There exists an erasure-resilient \( \varepsilon \)-tester against a semi-oblivious adversary for linearity of functions \( f : \{0, 1\}^d \rightarrow \{0, 1\} \) that makes \( O\left(\frac{1}{\varepsilon^2}\right) \) queries and works for all \( \varepsilon \in \left[\Theta\left(\frac{1}{2^{d/4}}\right), 1\right) \).

### 4.2 TESTING SORTEDNESS AGAINST SEMI-OBLIVIOUS ADVERSARY IS IMPOSSIBLE

In this section, we show that erasure-resiliently testing sortedness with access to a semi-oblivious erasure oracle is impossible and prove **Theorem 4.1.2**.

**Proof of Theorem 4.1.2.** By Yao’s principle, it is enough to give a pair of distributions, one over sorted arrays and the other one over arrays that are far from sorted,
and a strategy for the semi-oblivious erasure adversarial oracle such that there is no deterministic algorithm that can distinguish the distributions with high probability, when given access to them via that oracle.

Let \( n \in \mathbb{N} \) be even. Consider the following distributions on arrays of length \( n \).

**Distribution** \( \mathcal{D}_{\text{YES}} \): Independently for \( i \in [n/2] \), the array values corresponding to indices \( 2i - 1 \) and \( 2i \) are:

- \( 2i - 1 \) and \( 2i - 1 \), respectively, with probability \( 1/3 \).
- \( 2i - 1 \) and \( 2i \), respectively, with probability \( 1/3 \).
- \( 2i \) and \( 2i \), respectively, with probability \( 1/3 \).

Every array sampled from the distribution \( \mathcal{D}_{\text{YES}} \) is sorted.

**Distribution** \( \mathcal{D}_{\text{NO}} \): Independently for \( i \in [n/2] \), the array values corresponding to indices \( 2i - 1 \) and \( 2i \) are:

- \( 2i \) and \( 2i - 1 \), respectively, with probability \( 1/3 \).
- \( 2i - 1 \) and \( 2i \), respectively, with probability \( 2/3 \).

For an array sampled from the distribution \( \mathcal{D}_{\text{NO}} \), the expected number of index pairs \((2i-1, 2i)\) such that the respective array values are \( 2i \) and \( 2i - 1 \) is equal to \( n/6 \). Let \( E \) denote the event that the number of such index pairs is at least than \( n/12 \). By a Chernoff bound, the probability of \( \overline{E} \) is at most \( \exp(-n/48) \). In other words, with probability at least \( 1 - \exp(-n/48) \), an array sampled from the distribution \( \mathcal{D}_{\text{NO}} \) is \( 1/12 \)-far from sorted.

Let \( \mathcal{D}_{\text{NO}}' \) denote the distribution \( \mathcal{D}_{\text{NO}} \) conditioned on \( E \). Using Claim 4 by Raskhodnikova & Smith (2006), we get that the statistical distance between the distributions \( \mathcal{D}_{\text{NO}}' \) and \( \mathcal{D}_{\text{NO}} \) is at most \( \frac{1}{1-\exp(-n/48)} - 1 \).
Consider a deterministic adaptive two-sided error algorithm $T$ for erasure-resilient $\frac{1}{12}$-testing sortedness against a semi-oblivious adversary. Assume that $T$ is given access to an array sampled from $\mathcal{D}_{\text{YES}}$ or $\mathcal{D}'_{\text{NO}}$ with equal probability, where the access is via a semi-oblivious erasure oracle $O$. The oracle $O$ behaves in the following way. For each $i \in [n/2]$, if $T$ queries the point $2i - 1$ then the oracle erases the function value at the point $2i$; if $T$ queries the point $2i$ then the oracle erases the function value at the point $2i - 1$. The oracle erases at most one array value before seeing a tester query.

The distribution of array values restricted to any particular index is identical in both the $\mathcal{D}_{\text{YES}}$ and $\mathcal{D}_{\text{NO}}$ distributions. Hence, the algorithm’s view has the same distribution when the array is sampled from either $\mathcal{D}_{\text{YES}}$ or $\mathcal{D}_{\text{NO}}$ distributions. Since the statistical distance between $\mathcal{D}'_{\text{NO}}$ and $\mathcal{D}_{\text{NO}}$ is at most $\frac{1}{1 - \exp(-n/48)} - 1$, the statistical distance between the views of the algorithm on arrays sampled according to the $\mathcal{D}'_{\text{NO}}$ and $\mathcal{D}_{\text{YES}}$ distributions is at most $\frac{1}{1 - \exp(-n/48)} - 1$, which is less than $1/3$ for all $n \geq 96$. Hence, the tester $T$ cannot distinguish the distributions with probability at least $2/3$. The statement is true independent of the query complexity of $T$. \hfill \Box

4.3 ERASURE-RESILIENT LINEARITY TESTING AGAINST SEMI-OBLIVIOUS ADVERSARY

In this section, we describe our erasure-resilient linearity tester against a semi-oblivious adversary and prove Theorem 4.1.3.

Algorithm 4.1 describes our tester. The query complexity of the tester is evident from its description. The tester always accepts linear functions. To show that it rejects, with probability at least $2/3$, every function that is $\varepsilon$-far from linear, we first prove Lemma 4.3.2. Lemma 4.3.2 is an extension of the following celebrated result by Bellare et al. (1996).
Algorithm 4.1 Erasure-Resilient Linearity Tester Against Semi-Oblivious Adversary

Input: $\varepsilon \in (0, 1)$; oracle access to a function $f : \{0, 1\}^d \to \{0, 1\}$

1: repeat $\lceil \frac{2\ln 3}{\varepsilon^2} \rceil$ times:
2: Query $f$ at $x, y, z \in_R \{0, 1\}^d$.
3: Uniformly at random execute either (a) or (b):
   (a) Query $f$ at $x \oplus z$ and reject if $f(x) + f(z) \neq f(x \oplus z)$.
   (b) Query $f$ at $y \oplus z$ and reject if $f(y) + f(z) \neq f(y \oplus z)$.
4: Accept.

Theorem 4.3.1. If $f : \{0, 1\}^d \to \{0, 1\}$ is $\varepsilon$-far from linear, then

$$\Pr_{x, y \in_R \{0, 1\}^d} [f(x) + f(y) \neq f(x \oplus y)] \geq \varepsilon.$$

Lemma 4.3.2. If $f : \{0, 1\}^d \to \{0, 1\}$ is $\varepsilon$-far from linear, then

$$\Pr_{x, y, z \in_R \{0, 1\}^d} [f(x) + f(z) \neq f(x \oplus z) \text{ and } f(y) + f(z) \neq f(y \oplus z)] \geq \varepsilon^2.$$

Proof. For $x, y \in \{0, 1\}^d$, let $E_{x,y}$ denote the event that $f(x) + f(y) \neq f(x \oplus y)$. For $u \in \{0, 1\}^d$, let $\varepsilon_u \in (0, 1)$ denote the fraction of $v \in \{0, 1\}^d$ such that $E_{u,v}$ holds.

For each fixed $z \in \{0, 1\}^d$ and $x, y \in \{0, 1\}^d$ sampled uniformly and independently at random, the events $E_{x,z}$ and $E_{y,z}$ are independent of each other.

We have,

$$\Pr_{x, y, z \in_R \{0, 1\}^d} [E_{x,z} \cap E_{y,z}]$$

$$= \E_{x \in \{0, 1\}^d} \left[ \Pr_{y \in_R \{0, 1\}^d} [E_{x,z} \cap E_{y,z}] \right]$$

$$= \E_{x \in \{0, 1\}^d} \left[ \Pr_{z \in_R \{0, 1\}^d} [E_{x,z}] \cdot \Pr_{y \in_R \{0, 1\}^d} [E_{y,z}] \right]$$

$$= \E_{z \in \{0, 1\}^d} \left[ \varepsilon_z^2 \right] \geq (\E_{z \in \{0, 1\}^d} \varepsilon_z^2)^2 \geq \varepsilon^2.$$
The first inequality follows from Jensen’s inequality and the second inequality is a restatement of Theorem 4.3.1.

The following lemma completes the proof of Theorem 4.1.3.

**Lemma 4.3.3.** Let $d \geq 8$ be an integer. For all $\varepsilon \in \left[ \Theta \left( \frac{1}{2^{d/4}} \right), 1 \right)$, Algorithm 4.1 rejects functions $f : \{0,1\}^d \to \{0,1\}$ that are $\varepsilon$-far from linear with probability at least $2/3$.

**Proof.** Let $f : \{0,1\}^d \to \{0,1\}$ be a function that is $\varepsilon$-far from linear. A triplet $(x, y, z) \in \{0,1\}^d$ is called a witness if $x, y, z$ are all distinct and the events $f(x) + f(z) \neq f(x \oplus z)$ and $f(y) + f(z) \neq f(y \oplus z)$ hold. If there are no erasures, by Lemma 4.3.2, there are at least $\varepsilon^2 \cdot 2^{3d}$ triplets $(x, y, z) \in \{0,1\}^d$ such that the events $f(x) + f(z) \neq f(x \oplus z)$ and $f(y) + f(z) \neq f(y \oplus z)$ hold. The total number of triplets $(x, y, z) \in \{0,1\}^d$ that do not have distinct entries is $2^d + 3 \cdot 2^{2d}$. Hence, the number of witness triplets is at least $\varepsilon^2 \cdot 2^{3d} - 2^d - 3 \cdot 2^{2d}$.

Erasing a point $u \in \{0,1\}^d$ can damage at most $5 \cdot 2^{2d}$ witness triplets $(x, y, z)$, since $u$ can be either $x, y, z, x \oplus z, y \oplus z$. The total number of queries that the tester makes is $4 \cdot \left\lceil \frac{2 \ln 3}{\varepsilon^2} \right\rceil \leq 4 \cdot \frac{4 \ln 3}{\varepsilon^2} \leq \frac{20}{\varepsilon^2}$, where the first inequality follows from the fact that for every $x > 1$, there is an integer between $x$ and $2x$. Therefore, the number of remaining witness triplets is at least $\varepsilon^2 \cdot 2^{3d} - 2^d - 3 \cdot 2^{2d} - \frac{100}{\varepsilon^2} \cdot 2^{2d} \geq \varepsilon^2 \cdot 2^{3d}$, where the inequality holds for all $\varepsilon \geq \frac{4}{2^{d/4}}$ and $d \geq 8$.

Therefore, in each iteration, the probability that the tester samples a (yet) non-erased witness triplet $(x, y, z)$ in Step 1 is at least $\frac{\varepsilon^2}{2}$. Hence the probability that the tester detects a violation to linearity in one iteration is at least $\frac{\varepsilon^2}{2}$. Thus, the tester accepts with probability at most

$$\left(1 - \frac{\varepsilon^2}{2} \right)^{\left\lceil \frac{2 \ln 3}{\varepsilon^2} \right\rceil} \leq \frac{1}{3}.$$
in $\left\lceil \frac{2 \ln 3}{\varepsilon^2} \right\rceil$ iterations.
CHAPTER 5

Erasures versus Errors in Local Decoding

In this chapter, we compare the relative difficulty of local unique decoding and local list decoding in the presence of erasures and in the presence of errors.

The notion of locally decodable codes (LDCs) arose in the 1990s, motivated by numerous applications in complexity theory, such as program checking (Lipton (1990); Blum et al. (1993); Gemmell et al. (1991); Gemmell & Sudan (1992)), probabilistically checkable proofs (Babai et al. (1991); Arora & Safra (1998); Arora et al. (1998); Polishchuk & Spielman (1994)), derandomization (Babai et al. (1993); Sudan et al. (2001); Trevisan (2003)), and private information retrieval (Chor et al. (1998)). Locally decodable codes that work in the presence of errors have been extensively studied (Babai et al. (1991); Blum et al. (1993); Gemmell et al. (1991); Gemmell & Sudan (1992); Polishchuk & Spielman (1994); Beigel et al. (2002); Yekhanin (2008); Efremenko (2012); Dvir et al. (2011); Ben-Aroya et al. (2010a)). The related notion of locally list decodable codes (LLDCs) has also received a lot of attention (Goldreich & Levin (1989); Sudan et al. (2001); Gutfreund & Rothblum (2008); Ben-Aroya et al. (2010a); Kopparty & Saraf (2013); Kopparty (2015); Guo & Kopparty (2016); Gopi et al. (2018)) and found applications in cryptography (Goldreich & Levin (1989)), learning theory (Kushilevitz & Mansour (1993)), average-to-worst-case reductions (Lipton (1991); Cai et al. (1999); Goldreich et al. (2000a)), and hardness amplification and derandomization (Babai et al. (1993); Sudan et al. (2001)). The literature on decoding in the presence of erasures is too vast to survey here. List decoding in the presence of erasures (without the locality restriction) has been addressed by Guruswami (2003) and Guruswami & Indyk (2005). In particular, Guruswami (2003) constructed an asymptotically good family of binary linear codes that can be list de-
coded from an arbitrary fraction of erasures with lists of constant size. Even though decoding in the presence of erasures is an important and well established problem, to the best of our knowledge, local (unique and list) decoding from erasures has not been studied before\(^1\).

5.1 MODEL DEFINITIONS AND OUR RESULTS

In this chapter, we restrict our attention to binary codes. A binary code is an infinite family of maps \( \{C_n : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^N\}_{n \in \mathbb{N}} \). The parameter \( n \) is called the message length, \( N \) is the block length, and \( n/N \) is the rate of the code. Corruptions in codewords can either be in the form of erasures (missing entries, denoted by the symbol \( \bot \)) or in the form of errors (wrong values from \( \mathbb{F}_2 \)).

**Definition 5.1.1** (Locally Erasure-Decodable Codes (LEDCs)). A code family \( \{C_n : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^N\}_{n \in \mathbb{N}} \) is \((\alpha, q)\)-locally erasure-decodable if there exists an algorithm \( A \) that, given an index \( i \in [n] \) and oracle access to an input word \( w \in (\{\bot\} \cup \mathbb{F}_2)^N \) with at most an \( \alpha \) fraction of erasures, makes at most \( q \) queries to \( w \) and outputs \( x_i \) with probability at least \( 2/3 \).

An \((\alpha, q)\)-locally decodable code (LDC) is defined similarly to an \((\alpha, q)\)-LEDC except that the input word \( w \) contains at most an \( \alpha \) fraction of errors instead of erasures.

A local list decoder is a decoding algorithm that outputs a list of algorithms which give oracle access to decoded messages or, in other words implicitly compute the

\(^1\)There is a related line of work on local list recovery (Hemenway et al. (2017); Gopi et al. (2018)), where codeword positions are associated with sets of symbols. The goal, given oracle access to such a codeword, is to output a list of codewords such that for each codeword in the list, the symbol at each position is equal to one of the symbols from the set associated with that position. In these terms, an erased codeword position corresponds to its associated set being equal to the alphabet.
decoded messages. This, and the notion of local list erasure-decoders are formalized in the following definitions.

**Definition 5.1.2** (Implicit Computation). An algorithm \( A \) is said to implicitly compute \( x \in \mathbb{F}_2^n \) if, for all \( i \in [n] \), the algorithm \( A \) on input \( i \), outputs the \( i^{\text{th}} \) bit of \( x \).

**Definition 5.1.3** (Locally List Erasure-Decodable Codes (LLEDCs)). A family of codes \( \{ C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N \}_{n \in \mathbb{N}} \) is \((\alpha, q, L)\)-locally list erasure-decodable if there exists a randomized algorithm \( A \) such that, for every \( n \in \mathbb{N} \) and every \( w \in (\mathbb{F}_2 \cup \{ \perp \})^N \) with at most an \( \alpha \) fraction of erasures, the algorithm \( A \) makes at most \( q \) queries to \( w \) and outputs a list of randomized algorithms \( \{ T_1, T_2, \ldots, T_L \} \) such that the following hold:

1. With probability at least \( 2/3 \), for all \( x \in \mathbb{F}_2^n \) such that \( C_n(x) \) agrees with \( w \) on all nonerased bits, there exists an index \( j \in [L] \) such that \( T_j \) with oracle access to \( w \) implicitly computes \( x \).

2. For all \( j \in [L] \) and \( i \in [n] \), the expected number of queries that the algorithm \( T_j \) makes to \( w \) on input \( i \) is at most \( q \).

The definition of an \((\alpha, q, L)\)-LLDC is identical to **Definition 5.1.3** except that the input word has no erasures, and the list is required to contain, with probability at least \( 2/3 \), algorithms that implicitly compute messages corresponding to codewords disagreeing with the input word on at most an \( \alpha \) fraction of bits.

An approximate local list erasure-decoder is identical to a local list erasure-decoder in all aspects except that the algorithms in its list are required to implicitly compute strings that are just “close” to the actual messages.

**Definition 5.1.4** (Approximate Locally List Erasure-Decodable Codes (ALLEDCs)). A family of codes \( \{ C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N \}_{n \in \mathbb{N}} \) is \((\alpha, q, L)\)-locally list erasure-decodable if there
exists a randomized algorithm $A$ such that, for every $n \in \mathbb{N}$ and every $w \in (\mathbb{F}_2 \cup \{\bot\})^N$ with at most an $\alpha$ fraction of erasures, the algorithm $A$ makes at most $q$ queries to $w$ and outputs a list of randomized algorithms $\{T_1, T_2, \ldots, T_L\}$ such that the following hold:

1. With probability at least $2/3$, for all $x \in \mathbb{F}_2^n$ such that $C_n(x)$ agrees with $w$ on all nonerased bits, there exists an index $j \in [L]$ such that $T_j$ with oracle access to $w$ implicitly computes a string $x' \in \mathbb{F}_2^n$ that is $\beta$-close to $x$.

2. For all $j \in [L]$ and $i \in [n]$, the expected number of queries that the algorithm $T_j$ makes to $w$ on input $i$ is at most $q$.

More formally, $(\alpha, \beta, q, L)$-ALLELDCs are defined as $(\alpha, q, L)$-LLEDCCs in Definition 5.1.3, except that we replace “implicitly computes $x$” at the end of Item 1 with “implicitly computes ”.

The definition of an $(\alpha, \beta, q, L)$-approximate locally list decodable code (ALLDC) is identical to that of an $(\alpha, \beta, q, L)$-ALLELDC except that the input word has no erasures, and the list is required to contain, with probability at least $2/3$, algorithms that implicitly compute strings that are $\beta$-close to messages corresponding to codewords which are $\alpha$-close to the input word.

**Our Results** We now summarize our results and observations on local (unique and list) erasure-decoding.

**Local Erasure-Decoding versus Local Decoding.** We investigate the general relationship between the erasures and errors in the context of local unique and list decoding. We show that local (unique) decoding from erasures implies local (unique) decoding from errors, up to some loss in parameters.
We observe (based on an idea suggested to us by Venkatesan Guruswami) that an LDC is also locally erasure-decodable from (nearly) twice as many erasures.

**Observation 5.1.5.** Every \((\alpha, q)\)-locally decodable code family \(\{C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N\}_{n \in \mathbb{N}}\) is also \((2\alpha - \rho, O(q))\)-locally erasure-decodable, where \(\rho = O(\sqrt{\frac{q}{N}})\).

We also observe the following about LLDCs and extend it to the case of ALLDCs.

**Observation 5.1.6.** If a code family \(\{C_k : \mathbb{F}_2^k \to \mathbb{F}_2^n\}_{k \in \mathbb{N}}\) is \((\alpha, q, L)\)-locally list decodable, it is also \((2\alpha, 4q, 4L)\)-locally list erasure-decodable.

**Observation 5.1.7.** If a code family \(\{C_k : \mathbb{F}_2^k \to \mathbb{F}_2^n\}_{k \in \mathbb{N}}\) is \((\alpha, \beta, q, L)\)-approximate locally list decodable, it is also \((2\alpha, \beta, 4q, 4L)\)-approximate locally list erasure-decodable.

We then show that constant-query LEDCs are constant-query locally decodable (up to constant loss in parameters).

**Theorem 5.1.8.** For every \(\alpha \in [0, 1]\), if a code family \(\{C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N\}_{n \in \mathbb{N}}\) is \((\alpha, q)\)-locally erasure-decodable, then it is \((O(3^q), O(3^q))\)-locally decodable.

To prove Theorem 5.1.8, we start with a local erasure-decoder for \(\{C_n\}_{n \in \mathbb{N}}\) and transform it to be a nonadaptive and smooth local erasure-decoder. An algorithm is nonadaptive if its queries do not depend on the answers to the previous queries. A decoding algorithm is smooth if it decodes uncorrupted codewords by querying nearly uniformly distributed codeword indices. We first make the local erasure-decoder for \(\{C_n\}_{n \in \mathbb{N}}\) nonadaptive. We then show that every nonadaptive decoding algorithm for an LEDC can be transformed into a smooth decoding algorithm. We then use this ‘smoothness’ feature to show that the code family is locally decodable from a smaller fraction of errors than erasures.
The technique outlined above cannot be directly used to obtain an analog of Theorem 5.1.8 for the case of local list decoding since the notion of smoothness (the way we define it for use in our transformation) does not make sense in the local list decoding setting. Smooth local decoding assumes oracle access to an uncorrupted codeword and the goal is to decode the message by making nearly uniformly distributed queries. Local list decoding, however, is relevant in the setting that a codeword has a higher number of corrupt bits than the unique decoding radius.

**Local List Erasure-Decoding of Hadamard Code.** Our next result is about the local list erasure-decodability of the Hadamard code. The celebrated Goldreich-Levin theorem (Goldreich & Levin (1989)) states that the Hadamard code, defined next, is an LLDC that has an efficient decoder. We prove an analogue of the Goldeich-Levin Theorem (Goldreich & Levin (1989)) for corruptions in the form of erasures.

**Definition 5.1.9** (Hadamard code). For \( a \in \mathbb{F}_2^n \), let \( H_a : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) be defined as follows: \( H_a(x) = \bigoplus_{i \in [n]} a_i \cdot x_i \) for all \( x \in \mathbb{F}_2^n \). The Hadamard code, denoted by \( \{ H_n : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n \}_{n \in \mathbb{N}} \), is such that for \( a \in \mathbb{F}_2^n \), the encoding \( H_n(a) \) is the string of evaluations of \( H_a \) over \( \mathbb{F}_2^n \).

**Theorem 5.1.10** (Local List Erasure-Decoder for Hadamard). There is an \((\alpha, O(\frac{\alpha}{1-\alpha}), O(\frac{\alpha}{1-\alpha}))\)-local list erasure-decoder for the Hadamard code that works for every \( \alpha \in [0, 1) \).

The Goldreich-Levin theorem holds for any fraction of errors in \([0, 1/2)\). In contrast, our local list erasure-decoder works for any fraction of erasures less than 1. However, it is impossible to decode the Hadamard code in the presence of \(1/2\) fraction of errors because every Hadamard codeword has relative distance at most \(1/2\) from the all-zero codeword. Another improvement in **Theorem 5.1.10** as compared
to Golreich-Levin is in the list size and the query complexity: from \( \Theta \left( \frac{1}{(1/2 - \alpha)^2} \right) \) to \( O \left( \frac{\alpha}{1 - \alpha} \right) \). Such an improvement is impossible if we are decoding against errors as opposed to erasures. Specifically, for the list size, Blinovsky (1986) and Guruswami & Vadhan (2010) show that every list decoder for every binary code that is list decodable in the presence of an \( \alpha \) fraction of errors must output lists of size \( \Omega \left( \frac{1}{(1/2 - \alpha)^2} \right) \).

No such general lower bounds are known for query complexity. Recently, Grinberg et al. (2018) (implicitly) prove lower bounds of \( \Omega \left( \frac{1}{(1/2 - \alpha)^2} \right) \) and \( \Omega \left( \frac{1}{1 - \alpha} \right) \) on the query complexity of local list decoding and local list erasure-decoding, respectively, of binary codes with subexponential rate. In particular, their lower bounds do not apply to Hadamard.

By combining Observation 5.1.6 with the Goldreich-Levin theorem, one can obtain a local list erasure-decoder for the Hadamard code that works for every \( \alpha \in [0, 1) \) and has list size and query complexity \( \Theta \left( \frac{1}{(1/2 - \alpha)^2} \right) \). However, we obtain strictly better list size and query complexity in Theorem 5.1.10.

5.2 LOCAL ERASURE-DECODING

In this section, we prove Theorem 5.1.8 and our observations that if a code is locally decodable, it is also locally erasure-decodable up to (nearly) twice as many erasures.

**Definition 5.2.1** (Smooth Locally Decodable Codes). A code family \( \{C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N\}_{n \in \mathbb{N}} \) is \((q, \eta)\)-smooth locally decodable if there exists a \((0, q)\)-local erasure-decoder \( A \) (see Definition 5.1.1) that, given oracle access to an uncorrupted codeword \( w \in \mathbb{F}_2^N \), and an input \( i \in [n] \), is such that, for all \( j \in [N] \), the probability that \( A \) queries \( j \) is at most \( \eta \).

It is easy to see that the following two claims imply Theorem 5.1.8.
Claim 5.2.2. For every $\alpha \in [0, 1)$, if a code family $\{C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N\}_{n \in \mathbb{N}}$ is $(\alpha, q)$-locally erasure-decodable, then $\{C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N\}_{n \in \mathbb{N}}$ is $(q', \eta)$-smooth locally decodable, where $q' = 3^q$, and $\eta = q'/N$.

Claim 5.2.3. For every $\alpha \in [0, 1)$, if a code family $\{C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N\}_{n \in \mathbb{N}}$ is $(q, qN)$-smooth locally decodable, then $\{C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N\}_{n \in \mathbb{N}}$ is $(\frac{q}{O(q)}, O(q))$-locally decodable.

Proof of Claim 5.2.2. Let $A$ be an $(\alpha, q)$-local erasure-decoder for $C_n$. Since $A$ could be adaptive, for every choice of random coins, the execution of $A$ can be represented as a ternary tree, where each node represents a query. The root represents the first query made by $A$. The three children of a non-leaf node $u$ represent the next points that $A$ will query for the cases that the answers to the query $u$ are 0, 1, or $\perp$. The size of this tree is at most $3^q$. Consider an algorithm $A_1$ that, after having generated its random string $r \in \{0, 1\}^*$, queries all the points in the tree of execution of $A$ on the string $r$. After obtaining the answers to its queries, $A_1$ outputs the value at the end of the root-to-leaf path that matches with the actual query answers. Note that there is exactly one such path. Therefore, $A_1$ is a nonadaptive local erasure-decoder for $C_n$ that makes $q' = 3^q$ queries and has the same success probability as $A$.

We now use $A_1$ to construct $A_2$, a $(q', \frac{q'}{\alpha N})$-smooth local decoder for $C_n$. Consider an uncorrupted codeword $w = C_n(x)$ for $x \in \mathbb{F}_2^n$. For each $i \in [n]$, let $S_i$ denote the set consisting of indices in $[N]$ that get queried by $A_1$ (on input $i$) with probability more than $\frac{q}{\alpha N}$. Since $\sum_{j \in [N]} \Pr[A_1^{C_n(x)}(i) \text{ queries } j] = q'$, we have $|S_i| \leq \alpha \cdot N$. On input $i \in [n]$ and oracle access to $w = C_n(x)$, the algorithm $A_2$ simulates $A_1$ in the following way. If $A_1$ queries $j' \in S_i$, the algorithm $A_2$ does not query $j'$ and assumes that $w[j'] = \perp$. Thus, $A_2$ is a $(q', \frac{q'}{\alpha N})$-smooth local decoder for $C_n$.

Proof of Claim 5.2.3. Consider a $(q, \frac{q}{\alpha N})$-smooth local decoder $A$ for $C_n$. We will construct an $(\frac{q}{12q}, 72q)$-local decoder $A'$ for $C_n$. Algorithm $A'$, on input $i \in [n]$ and
oracle access to a word \( w \) with at most \( \frac{\alpha}{12q} \) fraction of errors, performs 72 independent repetitions of \( A \) and outputs the majority value output among all the iterations.

Let \( x \in \mathbb{F}_2^n \) be such that \( y = C_n(x) \) is the codeword closest to \( w \). If \( A \) is run on input \( i \) with oracle access to \( y \), then for at least \( \frac{2}{3} \) fraction of the sequences of its random coin tosses, \( A \) returns \( x_i \) correctly. When \( A \) is run on input \( i \) with oracle access to \( w \), by the union bound and the smoothness of \( A \), at most \( \frac{\alpha}{12q} \cdot N \cdot \frac{q}{\alpha N} = \frac{1}{12} \) fraction of sequences of its random coin tosses result in an erroneous position being queried. Hence, the probability that \( A \), on input \( i \) and oracle access to \( w \), returns \( x_i \) correctly is at least \( \frac{2}{3} - \frac{1}{12} \). Hence, the probability that \( A' \) outputs \( x_i \) correctly is at least \( \frac{2}{3} \). The query complexity of \( A' \) is 72q.

Even though the above technique cannot be directly used to obtain an analog of Theorem 5.1.8 for the case of local list decoding (see the discussion after the statement of Theorem 5.1.8), by making a soundness assumption on the list returned by a local list decoder, we can get an analog of Theorem 5.1.8 for the case of local list decoding. In particular, assume that an LLEDC \( \mathcal{C} \) has a decoder such that every algorithm in the output list corresponds to a valid message (whose encoding is close to the codeword). If the fraction of erasures is so small that there is only one codeword that agrees with the input word on all nonerased bits, we can use the sound decoder for local unique decoding. This would imply the existence of a local unique decoder for \( \mathcal{C} \) that decodes from an even smaller fraction of errors (by Theorem 5.1.8). One can then apply a transformation by Ben-Aroya et al. (2010b) and show that there is another code \( \mathcal{C}' \) (with a slightly worse rate) that is an LLDC.

We now prove Observation 5.1.5.

Proof of 5.1.5. Consider an \((\alpha, q)\)-local decoder \( A \) for \( C_n : \mathbb{F}_2^n \to \mathbb{F}_2^N \). Let \( w \in (\mathbb{F}_2 \cup \{\perp\})^N \) be a codeword with at most \((2\alpha - \rho)N\) erasures. Consider algorithm
A’ that, on input $i \in [n]$ and oracle access to $w$, runs $A$ on input $i \in [n]$ and oracle access to $w'$, where $w'$ is generated on the fly by filling in the erased bits of $w$ with 0 or 1 u.a.r. The expected Hamming distance of $w'$ to the code is at most $\alpha N - \frac{\rho}{2} N$. By a Chernoff bound, the probability that the Hamming distance of $w'$ to the code is more than $\alpha N$ is at most $\frac{1}{12}$. The probability of failure of $A'$ is at most $\frac{5}{12}$. One can amplify the success probability to 2/3 by performing 72 independent repetitions of $A'$ and outputting the majority answer.

We also provide the proof of that every LLDC that works in the presence of errors also works in the presence of twice as many erasures (with the same parameters up to constant factors). For the sake of completeness, we also provide a proof for a similar statement for approximate locally list erasure-decodable codes, even though the two proofs are nearly identical.

**Proof of Observation 5.1.6.** Consider a codeword $w \in (\mathbb{F}_2 \cup \{\perp\})^n$ with at most $2\alpha$ fraction of erasures. Let $A$ be an $(\alpha, q, L)$-local list decoder for $C_k$. Assume without loss of generality that the success probability of $A$ is at least $4/5$. This can be ensured by running $A$ twice and outputting the concatenation of lists obtained in both iterations. The local list erasure-decoder $A'$ for $C_k$ first runs $A$ on the word $w_0$ obtained by replacing each erasure in $w$ with a 0, and then on the word $w_1$ obtained by replacing each erasure in $w$ with a 1. The list output by algorithm $A'$ is the concatenation of lists output by $A$ in these two executions. Let $E_1$ be the event that the first execution of $A$ succeeds and $E_2$ be the event that the second execution of $A$ succeeds. Each codeword $w' = C_k(y')$ that agrees with $w$ on all the nonerased points agrees with either $w_0$ or $w_1$ in at least $1 - \alpha$ fraction of points. If $E_1 \cap E_2$ holds, there exists an algorithm in the list output by $A'$ that implicitly computes (see Definition 5.1.2) $y'$. The probability of failure of $A'$ is at most $\Pr[E_1 \cup E_2] \leq \frac{2}{5}$. 
Hence, $A'$ is a $(2\alpha, 4q, 4L)$-approximate local list erasure-decoder for $C_k$. \hfill \square

Proof of Observation 5.1.7. Consider a codeword $w \in (\mathbb{F}_2 \cup \{\perp\})^n$ with at most $2\alpha$ fraction of erasures. Let $A$ be an $(\alpha, \beta, q, L)$-approximate local list decoder for $C_k$. Assume without loss of generality that the success probability of $A$ is at least $4/5$. This can be ensured by running $A$ twice and outputting the concatenation of lists obtained in both iterations. The approximate local list erasure-decoder $A'$ for $C_k$ first runs $A$ on the word $w_0$ obtained by replacing each erasure in $w$ with a 0, and then on the word $w_1$ obtained by replacing each erasure in $w$ with a 1. The list output by algorithm $A'$ is the concatenation of lists output by $A$ in these two executions. Let $E_1$ be the event that the first execution of $A$ succeeds and $E_2$ be the event that the second execution of $A$ succeeds. Each codeword $w' = C_k(y')$ that agrees with $w$ on all the nonerased points agrees with either $w_0$ or $w_1$ in at least $1 - \alpha$ fraction of points. If $E_1 \cap E_2$ holds, there exists an algorithm in the list output by $A'$ that implicitly computes (see Definition 5.1.2) a string $y''$ that is $\beta$-close to $y'$. The probability of failure of $A'$ is at most $\Pr[E_1^c \cup E_2^c] \leq \frac{2}{5}$. Hence, $A'$ is a $(2\alpha, \beta, 4q, 4L)$-approximate local list erasure-decoder for $C_k$. \hfill \square

5.3 LOCAL LIST ERASURE DECODING OF HADAMARD CODE

As mentioned earlier, Theorem 5.1.10 is an analogue of the Goldreich-Levin Theorem for the case of erasures. We follow the style of the proof of the Goldreich-Levin theorem given in a tutorial by Trevisan (2004) on the applications of coding theory to complexity.

Proof of Theorem 5.1.10. For $b_1, b_2 \in \mathbb{F}_2$, let $b_1 \oplus b_2$ denote the XOR of $b_1$ and $b_2$. For vectors $x, y \in \mathbb{F}_2^n$, let $x \odot y$ denote the bitwise XOR of $x$ and $y$. Let $e_k \in \mathbb{F}_2^n$ denote the $k^{th}$ standard basis vector. A codeword of the Hadamard code $\mathcal{H}_n$ (see Definition 5.1.9)
Algorithm 5.1 Local List Erasure-Decoder for the Hadamard code

**Input:** $\alpha \in [0,1)$; oracle access to $\alpha$-erased linear function $f : \mathbb{F}_2^n \to \mathbb{F}_2 \cup \{\perp\}$

▷ Let $t \leftarrow \lceil \log_2 \left( \frac{12\alpha}{1-s} \right) \rceil$.
1: Sample and query $z_1, z_2, \ldots, z_t \in \mathbb{F}_2^n$ uniformly and independently at random.

▷ Let $z_S \leftarrow \bigcirc_{i \in S} z_i$ for all nonempty $S \subseteq \{t\}$. Let $z_\emptyset \leftarrow \emptyset$. Let $B \leftarrow \{i \in [t] : f(z_i) = \perp\}$.
2: for all $b_1, b_2, \ldots, b_{|B|} \in \{0,1\}$ do define

▷ Description of the local decoder $T_{b_1,\ldots,b_{|B|}}$ follows.
3: function $A_{b_1,\ldots,b_{|B|}}$
4: input: $x \in \mathbb{F}_2^n$; oracle access to $f : \mathbb{F}_2^n \to \mathbb{F}_2 \cup \{\perp\}$
5: for all $S \subseteq [t]$ do
6: if $f(x \odot z_S) \neq \perp$ then
7: return $(\bigoplus_{j \in S \setminus B} b_j) \oplus (\bigoplus_{j \in S \cap [t] \setminus B} f(z_j)) \oplus f(x \odot z_S)$.
8: return $\perp$.
9: function $T_{b_1,\ldots,b_{|B|}}$
10: input: $k \in [n]$; oracle access to $f : \mathbb{F}_2^n \to \mathbb{F}_2 \cup \{\perp\}$
11: repeat
12: Pick $y \in \mathbb{F}_2^n$ uniformly and independently at random.
13: $u \leftarrow A_{b_1,\ldots,b_{|B|}}(y \odot e_k)$, $v \leftarrow A_{b_1,\ldots,b_{|B|}}(y)$.
14: if $v \neq \perp$ and $u \neq \perp$ then return $u \oplus v$.
15: return the descriptions of $T_{b_1,\ldots,b_{|B|}}$ for all $b_1, b_2, \ldots, b_{|B|} \in \{0,1\}$. 
is the string of all evaluations of a linear function mapping $\mathbb{F}_2^n$ to $\mathbb{F}_2$. A function $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \cup \{\perp\}$ is $\alpha$-erased, if $f$ evaluates to $\perp$ on at most an $\alpha$ fraction of its domain. Our local list erasure-decoder, described in Algorithm 5.1, gets a parameter $\alpha \in [0, 1)$ as its input and has oracle access to an $\alpha$-erased linear function $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \cup \{\perp\}$ (or, equivalently, oracle access to an $\alpha$-erased codeword of $H_n$).

We now analyze Algorithm 5.1. For a string $a \in \mathbb{F}_2^n$, the function $H_a : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ denotes the Hadamard encoding of $a$ (see Definition 5.1.9). We will show that, with probability at least $2/3$, for every $a \in \mathbb{F}_2^n$ such that the functions $H_a$ and $f$ agree with each other on all the nonerased points, one of the local decoders output by Algorithm 5.1 implicitly computes $a$ (see Definition 5.1.2).

There exists some iteration of Step 2 of Algorithm 5.1 such that $b_i = H_a(z_i)$ for all $i \in B$. Let $T$ and $A$ denote the algorithms whose descriptions are generated in Steps 8 and 3 of this iteration, respectively.

First, we show that for $x$ distributed uniformly in $\mathbb{F}_2^n$, the algorithm $A$ on input $x$, returns $H_a(x)$ with probability at least $2/3$. Consider the first set $S' \subseteq [t]$ (in the order that $A$ considers sets) such that $f(x \odot z_{S'}) \neq \perp$. According to the description of $A$,

$$A(x) = \left( \bigoplus_{j \in S' \cap B} b_j \right) \oplus \left( \bigoplus_{j \in S' \cap ([t] \setminus B)} f(z_j) \right) \oplus f(x \odot z_{S'})$$

$$= \left( \bigoplus_{j \in S' \cap B} H_a(z_j) \right) \oplus \left( \bigoplus_{j \in S' \cap ([t] \setminus B)} H_a(z_j) \right) \oplus H_a(x \odot z_{S'})$$

$$= \left( \bigoplus_{j \in S'} H_a(z_j) \right) \oplus H_a(x) \oplus \left( \bigoplus_{j \in S'} H_a(z_j) \right) = H_a(x).$$

It remains to show that, with probability at least $2/3$, there exists some set $S \subseteq [t]$ such that $f(x \odot z_S) \neq \perp$. Let $\alpha^* \leq \alpha$ denote the fraction of erasures in $f$. For
each \( S \subseteq [t] \), we have that \( f(x \odot z_S) \neq \bot \) with probability \( 1 - \alpha \), since \( x \) (and therefore, \( x \odot z_S \)) is uniformly distributed in \( \mathbb{F}_2^n \). Define indicator random variables 
\[ Z_S = \mathbb{1}(f(x \odot z_S) \neq \bot) \]
for \( S \subseteq [t] \) and let \( Z = \sum_{S \subseteq [t]} Z_S \). The random variable \( Z \) is equal to the number of nonerased values among \( f(x \odot z_S) \) for \( S \subseteq [t] \). The event that \( \forall S \subseteq [t], f(x \odot z_S) = \bot \) is equivalent to the event that \( Z < 1 \).

For each \( S \subseteq [t] \), we have \( \mathbb{E}[Z_S] = 1 - \alpha \). Therefore, by the linearity of expectation,

\[
\mathbb{E}[Z] = \sum_{S \subseteq [t]} \mathbb{E}[Z_S] = 2^t(1 - \alpha).
\]

For every two nonempty sets \( R, S \subseteq [t] \) such that \( R \neq S \), the vectors \( z_R \) and \( z_S \) are independently and uniformly distributed in \( \mathbb{F}_2^n \). Thus, the collection \( \{x \odot z_S | S \subseteq [t]\} \) is pairwise independent, and hence the random variables \( Z_S \) for \( S \subseteq [t] \) are also pairwise independent. Now, for each \( S \subseteq [t] \), we have \( \text{Var}(Z_S) = (1 - \alpha) \cdot \alpha \), and by the pairwise independence,

\[
\text{Var}[Z] = \sum_{S \subseteq [t]} \text{Var}[Z_S] = 2^t \cdot \alpha(1 - \alpha).
\]

Applying the Chebyshev’s inequality,

\[
\Pr[Z < 1] = \Pr[\mathbb{E}[Z] - Z > \mathbb{E}[Z] - 1] \\
\leq \Pr[\mathbb{E}[Z] - Z \geq 2^t \cdot (1 - \alpha) - 1] \\
\leq \Pr \left[ \mathbb{E}[Z] - Z > \frac{2^t \cdot (1 - \alpha)}{2} \right] \leq \frac{4 \text{Var}(Z)}{(1 - \alpha)^2 \cdot (2t)^2} \\
\leq \frac{4\alpha^*}{(1 - \alpha^*) \cdot 2^t} \leq \frac{4\alpha}{(1 - \alpha) \cdot 2^t} \leq \frac{1}{3}.
\]

The last inequality follows from our setting of \( t \). Therefore, for \( x \) distributed
uniformly in $\mathbb{F}_2^n$, algorithm $A$ on input $x$, returns $H_a(x)$ with probability at least $\frac{2}{3}$.

Finally, we prove that $T$ implicitly computes $a \in \mathbb{F}_2^n$ and that the expected number of queries that $T$ makes to $f$ is $O(\frac{\alpha}{1-\alpha})$. It is clear that the output of $T$ on input $k \in [n]$ is always $a[k] = H_a(y \odot e_k) \oplus H_a(y) = H_a(e_k)$. The number of queries made by $T$ to $A$ is a geometric random variable with success probability at least $1/3$. Hence, the expected number of queries made by $T$ to $A$ is at most $3$. Since the query complexity of $A$ is at most $2^t$, the expected number of queries made to $f$ in one invocation of $T$ is $O(2^t)$, which is equal to, $O(\frac{\alpha}{1-\alpha})$. The number of algorithms whose descriptions are generated is also at most $2^t$, which is also $O(\frac{\alpha}{1-\alpha})$. $\square$
CHAPTER 6
Separating Standard, Erasure-Resilient, and (Error) Tolerant Property Testing

In this chapter, we study the relationship of erasure-resilient property testing (Dixit et al. (2018)) with standard property testing (Goldreich et al. (1998); Rubinfeld & Sudan (1996)) and tolerant property testing (Parnas et al. (2006)).

6.1 OUR RESULTS

Separating Standard and Erasure-Resilient Testing. We provide (in Section 6.2) the following separation between our erasure-resilient model and the standard model. Specifically, we prove the existence of a property that can be tested with a constant number of queries in the standard model, but has query complexity nearly linear in the length of the input in the erasure-resilient model.

Theorem 6.1.1. There exists a property \( P \) and constants \( \varepsilon, \alpha \in (0, 1) \) satisfying \( \alpha + \varepsilon < 1 \), such that,

- \( P \) can be \( \varepsilon \)-tested using a constant number of queries,
- every \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for \( P \) on inputs of length \( n \) has query complexity \( \Omega(n) \).

Separating Erasure-Resilient and Tolerant Testing. Recall that a tolerant tester for a property \( P \), given two parameters \( \varepsilon_1, \varepsilon_2 \in (0, 1) \), where \( \varepsilon_1 < \varepsilon_2 \), is required to, with probability at least \( 2/3 \), accept inputs that are \( \varepsilon_1 \)-close to \( P \) and reject inputs that are \( \varepsilon_2 \)-far from \( P \).
Comparison of Parameters. While comparing the two models, it is appropriate to compare \((\alpha, \alpha + \varepsilon)\)-tolerant testing of a property \(\mathcal{P}\) with \(\alpha\)-erasure-resilient \(\varepsilon\)-testing of \(\mathcal{P}\) for the same values of \(\alpha \in [0, 1)\) and \(\varepsilon \in (0, 1)\) such that \(\alpha + \varepsilon < 1\). The parameter \(\alpha\) in both models is an upper bound on the fraction of corruptions (erasures, or errors) that an adversary can make to an input. An \(\alpha\)-erasure-resilient \(\varepsilon\)-tester rejects with probability at least \(\frac{2}{3}\) if, for every way of completing an input string, one needs to change at least an \(\varepsilon\) fraction of the input to make it satisfy \(\mathcal{P}\). Similarly, an \((\alpha, \alpha + \varepsilon)\)-tolerant tester rejects with probability at least \(\frac{2}{3}\) if, for every way of correcting an \(\alpha\) fraction of the input values, one needs to change at least an additional \(\varepsilon\) fraction of the input to make it satisfy \(\mathcal{P}\).

Intuitively, the relationship of our erasure-resilient model to tolerant testing is akin to the relationship between error-correcting codes that withstand erasures and error-correcting codes that withstand general errors.

Hadamard-based Separation. The following theorem states that there exists a property that is erasure-resiliently testable but is not tolerantly testable. This proves that tolerant testing is, in general, harder problem than erasure-resilient testing.

**Theorem 6.1.2** (Hadamard-based Separation). There exists a property \(\mathcal{P}'\) and constants \(\alpha, \varepsilon \in (0, 1)\) such that

- \(\mathcal{P}'\) can \(\alpha\)-erasure-resiliently \(\varepsilon\)-tested using a constant number of queries;
- every \((\alpha, \alpha + \varepsilon)\)-tolerant tester for \(\mathcal{P}'\), on inputs of length \(n\), has query complexity \(\tilde{\Omega}(\log n)\).

Strengthened Separation. We obtain a separation better than Theorem 6.1.2 with the help of a variant of LLEDPCs, called approximate locally list erasure-decodable
codes (ALLEDCs, see Definition 5.1.4).

We use the Observation 5.1.7 that every \((\alpha, \beta, q, L)\)-ALLDC is also a \((2\alpha, \beta, 4q, 4L)\)-ALLEDLC, and combine it with existing constructions for ALLDCs due to Impagliazzo et al. (2010); Ben-Aroya et al. (2010b) to obtain efficient ALLEDCs. We use them and get our strengthened separation.

**Theorem 6.1.3 (Strengthened Separation).** There exists a property \(P''\) and constants \(\alpha, \varepsilon \in (0, 1)\) such that

- \(P''\) is \(\alpha\)-erasure-resiliently \(\varepsilon\)-testable;
- every \((\alpha, \alpha + \varepsilon)\)-tolerant tester for \(P''\), on inputs of length \(n\), has query complexity \(n^{\Omega(1)}\).

### 6.2 Separating Erasure-Resilient and Standard Testing

In this section, we describe a property that can be tested in the standard model using a constant number of queries, but for which every erasure-resilient tester has query complexity nearly linear in the input length and prove Theorem 6.1.1. The following theorem implies Theorem 6.1.1.

**Theorem 6.2.1.** There exists a property \(P\) and a constant \(\varepsilon^* \in (0, 1)\) such that,

- For every constant \(\varepsilon \in (0, 1)\), the property \(P\) can be \(\varepsilon\)-tested using \(O(1/\varepsilon)\) queries,
- For every constants \(\varepsilon \in (0, \varepsilon^*/2]\) and \(\alpha \in (0, 1)\) satisfying \(\alpha + \varepsilon < 1\), every \(\alpha\)-erasure-resilient \(\varepsilon\)-tester for \(P\) on inputs of length \(N\) has query complexity \(\tilde{\Omega}(N)\).
6.2.1 Separating Property $\mathcal{P}$: Hard CNF property and PCPs of proximity

The property $\mathcal{P}$ is defined in terms of a property $\mathcal{R}$ that is hard to test in the standard property testing model (Goldreich et al. (1998); Rubinfeld & Sudan (1996)) and a probabilistically checkable proof system (PCP of proximity (Ergün et al. (2004); Ben-Sasson et al. (2006); Dinur & Reingold (2006))) for the problem of testing $\mathcal{R}$. We discuss them below. As mentioned earlier, the idea of using PCPs of proximity in separating two property testing models comes from the work of Fischer & Fortnow (2006).

We now describe the property $\mathcal{R}$ that is hard to test in the standard model. Given $n \in \mathbb{N}$ and a Boolean formula $\phi$ over $n$ variables, let $\mathcal{R}_\phi \subseteq \{0,1\}^n$ denote the set of all satisfying assignments to $\phi$, represented as $n$-bit strings. Ben-Sasson, Harsha, & Raskhodnikova (2005) showed that for infinitely many $n \in \mathbb{N}$, there exists a 3CNF formula $\phi_n$ on $n$ variables such that every tester for $\mathcal{R}_{\phi_n}$ requires $\Omega(n)$ queries.

**Lemma 6.2.2** (Ben-Sasson, Harsha, & Raskhodnikova (2005)). There exists a parameter $\varepsilon^* \in (0,1)$ and a countably infinite set $\mathbb{N} \subseteq \mathbb{N}$ such that for all $n \in \mathbb{N}$, there exists a 3CNF formula $\phi_n$ with $n$ variables and $\Theta(n)$ clauses such that every $\varepsilon^*$-tester for $\mathcal{R}_{\phi_n}$ has query complexity $\Omega(n)$.

An important ingredient in the description of the separating property $\mathcal{P}$ is a probabilistically checkable proof system for property testing problems. The notion of proof assisted property testing was introduced by Ergün, Kumar, & Rubinfeld (2004). Ben-Sasson et al. (2006) and Dinur & Reingold (2006) defined and studied a special case of proof-assisted property testers called PCPs of proximity (or alternatively, assignment testers). PCPs of proximity were further studied by Dinur (2007) and Meir (2014, 2016).
**Definition 6.2.3** (PCP of proximity (Ergün et al. (2004); Ben-Sasson et al. (2006); Dinur & Reingold (2006))). Given a property $P_n \subseteq \{0,1\}^n$, the PCP of proximity (PCPP) for $P_n$ is a randomized algorithm $V$ that takes a parameter $\varepsilon \in (0,1]$, gets oracle access to a string $y \circ \pi$, where $y \in \{0,1\}^n$ is the input and $\pi \in \{0,1\}^m$ is the proof, and satisfies the following:

- if $y \in P_n$, then, for some $\pi$, the algorithm $V$ always accepts $y \circ \pi$;
- if $y$ is $\varepsilon$-far from $P_n$, then, for every $\pi$, the algorithm $V$ rejects $y \circ \pi$ with probability at least $\frac{2}{3}$.

A result of (Dinur, 2007, Corollary 8.4) implies that there are efficient PCPPs (over a small constant alphabet $\Sigma$) for testing properties (over $\Sigma$) that are decidable using polynomial-sized circuits. The following restatement of this result is obtained by representing the symbols in $\Sigma$ using the binary alphabet.

**Lemma 6.2.4** (Dinur (2007)). If $P_n \subseteq \{0,1\}^n$ is a property decidable by a circuit of size $s(n)$, then there exists a randomized algorithm $V'$ that gets oracle access to a string $y \circ \pi \in \{0,1\}^*$, where $y \in \{0,1\}^n$ is the input and $\pi$ is a proof of length at most $s(n) \cdot \text{polylog} \ s(n)$, and satisfies the following:

- if $y \in P_n$, then for some proof $\pi$, the algorithm $V'$ always accepts $y \circ \pi$;
- if $y \notin P_n$, then for every $\pi$, the algorithm $V'$ rejects $y \circ \pi$ with probability proportional to the relative Hamming distance of $y$ from $P_n$.

Moreover, the queries of $V'$ are nonadaptive.

An algorithm guaranteed by **Lemma 6.2.4** for a property $P$ can be converted to an efficient PCPP for $P$ by simply repeating the former algorithm sufficiently many times.
Lemma 6.2.5 (Dinur (2007)). If \( P_n \subseteq \{0, 1\}^n \) is a property decidable by a circuit of size \( s(n) \), then there exists a PCPP \( V \) that works for every \( \varepsilon \in (0, 1] \), uses a proof of length at most \( s(n) \cdot \text{polylog } s(n) \), and has query complexity \( O(\frac{1}{\varepsilon}) \). Moreover, the queries of \( V \) are nonadaptive.

Claim 6.2.6 uses Lemma 6.2.5 in conjunction with the fact that the property \( \mathcal{R} = \{ \mathcal{R}_{\phi_n} \}_{n \in \mathbb{N}} \) can be decided using linear-sized circuits.

Claim 6.2.6. There exists a constant \( c > 0 \) such that for every large enough \( n \in \mathbb{N} \), there exists a PCPP \( V \) for the property \( \mathcal{R}_{\phi_n} \) that works for all \( \varepsilon \in (0, 1] \), uses a proof of length at most \( cn \cdot \text{polylog } n \), and has query complexity \( O(\frac{1}{\varepsilon}) \).

Proof. One can observe that for all \( n \in \mathbb{N} \), the circuit complexity of deciding \( \mathcal{R}_{\phi_n} \) (described in Lemma 6.2.2) is \( O(n) \). In other words, there exists a \( c'' \) such that for every large enough \( n \), the property \( \mathcal{R}_{\phi_n} \) can be decided using a circuit of size at most \( c''n \). The claim follows by plugging this fact into Lemma 6.2.5. \( \square \)

The following is the definition of our separating property \( \mathcal{P} \). At a high level, the definition says that, for all \( n \in \mathbb{N} \), a string of length \( O(n \cdot \text{polylog } n) \) satisfies \( \mathcal{P} \) if its first part is the repetition of a string \( y \) satisfying \( \mathcal{R}_{\phi_n} \), and the second part is a proof \( \pi \) that makes the algorithm \( V \) in Claim 6.2.6 accept.

Definition 6.2.7 (Separating Property \( \mathcal{P} \)). Let \( \varepsilon^* \in (0, 1) \) and \( \mathfrak{R} \subseteq \mathbb{N} \) be from Lemma 6.2.2. For \( n \in \mathfrak{R} \), let \( p(n) \leq cn \cdot \text{polylog } n \) denote the length of proof that the algorithm \( V \) in Claim 6.2.6 has oracle access to. A string \( x \in \{0, 1\}^N \) of length \( N = (\log n + 1) \cdot p(n) \) satisfies \( \mathcal{P} \) if the following conditions hold:

1. The first \( p(n) \cdot \log n \) bits of \( x \) (called the input part of \( x \)) consist of \( \frac{p(n) \cdot \log n}{n} \) repetitions of a string \( y \in \mathcal{R}_{\phi_n} \) of length \( n \), for \( \phi_n \) from Lemma 6.2.2.
2. The remaining bits of $x$ (called the proof part of $x$) is a string $\pi(y)$ of length $p(n)$, where $\pi(y) \in \{0,1\}^{p(n)}$ is a proof such that the algorithm $V$ (from Claim 6.2.6) accepts when given oracle access to $y$ and $\pi(y)$.

For simplicity, in the above definition, we restrict our attention to $n \in \mathbb{N}$ such that $n$ divides $p(n) \log n$ exactly.

### 6.2.2 Proof of Separation

In this section, we prove Theorem 6.2.1. Lemmas 6.2.8 and 6.2.9 prove the first and second parts of Theorem 6.2.1, respectively.

To test for $P$, our tester (Algorithm 6.1), given oracle access to a string $x$, first checks, via random sampling, that the input part of $x$ is equal to a repetition of the same string $y$. It then checks whether this $y$ satisfies the hard CNF property (Lemma 6.2.2) by running the PCPP verifier guaranteed by Claim 6.2.6 with oracle access to $y$ and the proof part of $x$. If $x$ is far from $P$, then, either the input part of $x$ is far from repetitions of the same string and the first step rejects. Otherwise, the string $y$ such that the input part of $x$ is repetitions of $y$, is far from the hard CNF property. In this case, the second step rejects.

Showing that erasure-resilient testing of $P$ is hard is achieved via a straightforward reduction from the problem of testing the hard CNF property without access to a proof. In particular, if one can efficiently test $P$ with the proof part fully erased, one can also efficiently test the hard CNF property in the standard model without access to a proof, which is a contradiction to Lemma 6.2.2.

The following lemma shows that it is easy to test $P$ in the standard model.

**Lemma 6.2.8.** Let $\varepsilon \in (0, 1)$. The property $P$ can be $\varepsilon$-tested in the standard property testing model using $O(1/\varepsilon)$ queries.
Proof. Algorithm 6.1 is an $\varepsilon$-tester for $\mathcal{P}$. Consider a string $x \in \{0,1\}^N$. Assume Algorithm 6.1 is an $\varepsilon$-tester for $\mathcal{P}$. Consider a string $x \in \{0,1\}^N$. Assume that satisfies $\mathcal{P}$. Then, there exists a string $y \in \{0,1\}^n$ such that $x[1 \ldots p(n)]$ (the input part of $x$) is a repetition of $y$ and the proof part of $x$ is a proof $\pi$ such that the verifier $V$ from Claim 6.2.6 accepts when given oracle access to $y \circ \pi$. Therefore, Algorithm 6.1 accepts $x$.

Assume that $x$ is $\varepsilon$-far from $\mathcal{P}$. Let $y' \in \{0,1\}^n$ denote the string $x[1 \ldots n]$. If the input part of $x$ is $\varepsilon/2$-far from repetitions of $y'$, Steps 1-3 reject with probability at least 2/3 (and we are done). If the input part of $x$ is $\varepsilon/2$-close to repetitions of $y'$, then we argue that $y'$ has to be $\varepsilon/3$-far from satisfying the hard CNF property $\mathcal{R}_{\phi_n}$. If not, we can change $x$ to a string satisfying $\mathcal{P}$ by (1) first modifying at most $\frac{\varepsilon}{2} \cdot p(n) \log n$ points in the plain part to make the plain part repetitions of $y'$, (2) then changing the plain part to the repetitions of a string $y''$ satisfying $\mathcal{R}_{\phi_n}$ by modifying at most $\frac{\varepsilon}{2} \cdot p(n) \log n$ points, and (3) finally, changing at most $p(n)$ points in the proof part (all of it) to make it into a string $\pi$ such that $\pi$ is a proof that makes the verifier $V$ from Claim 6.2.6 accept $y''$. In this process, we have modified strictly less than $\varepsilon N$ points in $x$, which contradicts our assumption that $x$ is $\varepsilon$-far from $\mathcal{P}$. Since $y'$ is $\varepsilon/3$-far from $\mathcal{R}_{\phi_n}$, by Claim 6.2.6 the verifier $V$, with probability at least 2/3, rejects in Step 4.

The following lemma, together with Lemma 6.2.8, implies Theorem 6.2.1.
Lemma 6.2.9. Let $\varepsilon^* \in (0,1)$ be the constant from Lemma 6.2.2. For all constants $\alpha \in (0,1)$ and $\varepsilon \in (0, \frac{\varepsilon^*}{2}]$ satisfying $\alpha + \varepsilon < 1$, every $\alpha$-erasure-resilient $\varepsilon$-tester for $\mathcal{P}$ makes $\tilde{\Omega}(N)$ queries, where $N$ is the size of the input.

Proof. The proof is by a simple reduction from $\varepsilon^*$-testing of $\mathcal{R}_{\phi_n}$ in the standard model, which, by Lemma 6.2.2, has query complexity $\Omega(n)$.

Given an oracle access to a string $y \in \{0,1\}^n$ for which we need to $\varepsilon^*$-test $\mathcal{R}_{\pi_n}$, we can simulate oracle access to a partially erased string $x \in \{0,1,\perp\}^N$, where $N = (\log n + 1) \cdot p(n)$ and $p(n)$ is as in Definition 6.2.7. The first $p(n) \log n$ bits of $x$ are repetitions of $y$. The remaining $p(n)$ bits of $x$ are equal to $\perp$.

A single query to $x$ can be simulated by at most one query to $y$.

If $y \in \mathcal{R}_{\pi_n}$, then $x$ satisfies $\mathcal{P}$, since we can complete the proof part of $x$ to be a valid proof $\pi$ that makes the verifier $V$ from Claim 6.2.6 accept $y$.

If $y$ is $\varepsilon^*$-far from satisfying $\mathcal{R}_{\pi_n}$, then $x$ is $\frac{\log n}{\log n + 1} \cdot \varepsilon^*$-far from $\mathcal{P}$ since each $n$-length block among the first $p(n) \log n$ bits of $x$ is $\varepsilon^*$-far from $\mathcal{R}_{\pi_n}$. Note that $\frac{\log n}{\log n + 1} \geq \frac{1}{2}$ for large $n$. The fraction of erasures in $x$ is $1/\log n$, which is smaller than every constant $\alpha$. Therefore, an $\alpha$-erasure resilient $\frac{\varepsilon^*}{2}$-tester for $\mathcal{P}$ for constant $\alpha$ would yield a $\varepsilon^*$-tester for $\mathcal{R}_{\pi_n}$ with the same query complexity. Since every $\varepsilon^*$-tester for $\mathcal{R}_{\pi_n}$ requires $\Omega(n)$ queries on inputs of length $n$, every $\alpha$-erasure-resilient $\frac{\varepsilon^*}{2}$-tester for $\mathcal{P}$ requires $\Omega(n)$ queries. As $N = (\log n + 1) \cdot p(n)$, this implies that every $\alpha$-erasure-resilient $\frac{\varepsilon^*}{2}$-tester for $\mathcal{P}$ requires $\tilde{\Omega}(N)$ queries. $\blacksquare$
6.3 SEPARATING ERASURE-RESILIENT AND TOLERANT TESTING

6.3.1 Hadamard-based Separation

In this section, we describe a property $P'$ that is erasure-resiliently testable using a constant number of queries, but not tolerantly testable using a constant number of queries, and prove Theorem 6.1.2. In fact, we prove the following (more general) statement and show that it implies Theorem 6.1.2.

Theorem 6.3.1. Let $\varepsilon^* \in (0, \frac{1}{100})$ be a constant. There exists a property $P \subseteq \{0, 1\}^*$ such that

- for every $\alpha \in [0, \frac{3\varepsilon^*}{10}]$ and $\varepsilon \in (\frac{3\varepsilon^*}{4}, 1)$ such that $\alpha + \varepsilon < 1$, the property $P'$ can be $\alpha$-erasure-resiliently $\varepsilon$-tested using $O(\frac{1}{\varepsilon})$ queries.

- for all $\alpha \in (\frac{\varepsilon^*}{8}, 1)$ and $\varepsilon' \in (\alpha, \varepsilon^* - \frac{(\varepsilon^*)^2}{4})$, the query complexity of $(\alpha, \varepsilon')$-tolerant testing $P'$ on inputs of length $N$ is $\tilde{\Omega}(\log N)$.

6.3.2 Separating Property $P'$: PCPs of Proximity and Hadamard Code

Just as in the case of the property $P$ (Definition 6.2.7), the property $P'$ is also defined in terms of a property $R$ that is hard to test in the standard property testing model (Goldreich et al. (1998); Rubinfeld & Sudan (1996)), a PCPP (Ergün et al. (2004); Ben-Sasson et al. (2006); Dinur & Reingold (2006)) for the problem of testing $R$. The additional ingredient in the definition here is the Hadamard code. The idea of using PCPs of proximity in separating the two property testing models comes from the work of Fischer & Fortnow (2006). Our contribution is to use locally list decodable codes in this context.
The following is the definition of our separating property $\mathcal{P}'$. At a high level, the definition says that, for all $n \in \mathbb{N}$, a string of length $O(2^n \cdot \text{polylog } n)$ satisfies $\mathcal{P}'$ if its first part is the repetition of a string $y$ satisfying $\mathcal{R}_{\phi_n}$, and the second part is the encoding (by the Hadamard code) of $y$ concatenated with a proof $\pi$ that makes the algorithm $V$ in Claim 6.2.6 accept.

**Definition 6.3.2** (Separating Property $\mathcal{P}'$). Let $\varepsilon' \in (0,1)$ and $\mathbb{N} \subseteq \mathbb{N}$ be as in Lemma 6.2.2. For $n \in \mathbb{N}$, let $p(n) \leq cn \cdot \text{polylog } n$ denote the length of proof that the algorithm $V$ in Claim 6.2.6 has oracle access to. A string $x \in \{0,1\}^N$ of length $N = \frac{4}{\varepsilon'} \cdot 2^{n+p(n)}$ satisfies $\mathcal{P}'$ if the following conditions hold:

1. The first $(\frac{1}{\varepsilon'} - 1) \cdot 2^{n+p(n)}$ bits of $x$ (called the plain part of $x$) consist of $(\frac{1}{\varepsilon'} - 1) \cdot \frac{2^{n+p(n)}}{n}$ repetitions of a string $y \in \mathcal{R}_{\phi_n}$ of length $n$, for $\phi_n$ from Lemma 6.2.2.

2. The remaining bits of $x$ (called the encoded part of $x$) form the Hadamard encoding of a string $y \circ \pi(y)$ of length $n+p(n)$, where $\circ$ denotes the concatenation operation on strings. The string $y \in \{0,1\}^n$ is the same as the one in the description of the plain part. The string $\pi(y) \in \{0,1\}^{p(n)}$ is a proof such that the algorithm $V$ (from Claim 6.2.6) accepts when given oracle access to $y$ and $\pi(y)$.

### 6.3.3 Proof of Hadamard-based Separation

In this section, we prove Theorem 6.3.1, which in turn implies Theorem 6.1.2. Lemmas 6.3.3 and 6.3.6 prove the first and second parts of Theorem 6.3.1, respectively.

We first give a high level overview of the proof. The erasure-resilient tester for $\mathcal{P}'$ first obtains a list of (implicit) decodings of the encoded part (see Definition 6.3.2) of an input string $x \in \{0,1\}^N$ using the local list erasure-decoder guaranteed by Theorem 5.1.10. If $x \in \mathcal{P}$, with high probability, at least one of the algorithms
implicitly computes (see Definition 5.1.2) the string $y \circ \pi(y)$, where $y$ is such that the plain part of $x$ (see Definition 6.3.2) consists of repetitions of $y$, and $\pi(y)$ is a proof string such that the algorithm $V$ (from Claim 6.2.6) accepts upon oracle access to $y \circ \pi(y)$. In case $x$ is $\varepsilon$-far from $P'$ we show that for every algorithm $T$ output by the local list erasure-decoder, the string $y' \circ \pi(y')$ implicitly computed by $T$ is such that, (1) either the plain part of $x$ is far from repetitions of $y'$, (2) or $y'$ is far from $R$ (in which case, the algorithm $V$ from Claim 6.2.6 rejects when given oracle access to $y' \circ \pi(y')$).

To show that tolerant testing of $P'$ is hard, we reduce $\varepsilon^*$-testing of $R_{\phi_n}$ to it. Specifically, given oracle access to a string $y \in \{0,1\}^n$ that we want to $\varepsilon^*$-test, we simulate oracle access to a string $x \in \{0,1\}^N$ such that the plain part of $x$ consists of repetitions of $y$, and every bit in the encoded part of $x$ is 0. Since every Hadamard codeword has an equal number of 0s and 1s, the string $x$ can be thought of as having 0.5 fraction of “errors” in the encoded part. If $y \in R_{\phi_n}$, then the string $x$ is close to $P'$, as the errors are only in the encoded part of $x$ and the length of the encoded part is a small fraction of the length of $x$. If $y$ is far from $R_{\phi_n}$, then $x$ is also far from $P'$, since the plain part of $x$, whose length is a large fraction of the length of $x$, is the repetitions of $y$. Thus, the decision of a tolerant tester for $P'$ on $x$ can be used to test $y$ for $R_{\phi_n}$, implying that the complexity of tolerant testing of $P'$ is equal to the complexity of testing $R_{\phi_n}$.

We now prove the existence of an efficient erasure-resilient tester for $P'$. An $\alpha$-erased string $x$ is $\varepsilon$-far from a property $P'$ if there is no way to complete $x$ to a string that satisfies $P'$ without changing at least $\varepsilon \cdot |x|$ nonerased values in $x$.

**Lemma 6.3.3.** Let $\varepsilon^* \in (0,1)$ be as in Lemma 6.2.2. For every $\alpha \in [0, \frac{3\varepsilon^*}{16})$ and $\varepsilon \in (\frac{3\varepsilon^*}{4}, 1)$ such that $\alpha + \varepsilon < 1$, the property $P'$ can be $\alpha$-erasure-resiliently $\varepsilon$-tested
using $O\left(\frac{1}{\varepsilon}\right)$ queries.

Proof. The erasure-resilient tester for $\mathcal{P}'$ is described in Algorithm 6.2. The query complexity of the tester is evident from its description. We now prove that the tester, with probability at least $\frac{2}{3}$, accepts strings in $\mathcal{P}'$ and rejects strings that are $\varepsilon$-far from $\mathcal{P}'$.

Algorithm 6.2 Erasure-resilient tester for separating property $\mathcal{P}'$

**Input:** $\alpha, \varepsilon \in (0, 1), N = \frac{4}{\varepsilon^2} \cdot 2^{(n+p(n))}$; oracle access to $x \in \{0, 1, \perp\}^N$

1. Set $s \leftarrow \left(\frac{4}{\varepsilon^2} - 1\right) \cdot \frac{2^{(n+p(n))}}{n}, \varepsilon' \leftarrow \frac{\varepsilon}{3}$.
2. Set $Q \leftarrow \frac{C}{\varepsilon}$ for a large enough constant $C$.
3. Accept whenever the number of queries exceeds $Q$.
4. Run a $(\frac{2}{3}, q, L)$-local list erasure-decoder for the Hadamard code (Algorithm 5.1) with oracle access to $x[sn + 1..N]$, the encoded part of $x$.
5. Let $T_1, T_2, \ldots, T_L$ be the list of algorithms returned in the above step.
6. for each $k \in [L]$ do
7. $\quad$ Repeat $\left\lceil \frac{9 \log L}{\varepsilon} \right\rceil$ times:
8. $\quad$ Pick $a \in_R [n], i \in_R [s]$.
9. $\quad$ if $x[(i-1)n+a] \neq \perp$ and $T_k(a) \neq x[(i-1)n+a]$ then
10. $\quad$ Discard the current $k$.
11. $\quad$ Repeat $\left\lceil \frac{4 \log L}{\varepsilon} \right\rceil$ times:
12. $\quad$ Run $V$, from Claim 6.2.6, with input $\varepsilon'$ and oracle access to $T_k$.
13. $\quad$ Discard the current $k$ if $V$ rejects.
14. Reject if every $k \in [L]$ is discarded; otherwise, accept.

Let $\mathcal{R}, \mathcal{R}^* \in (0, 1)$ be as in Lemma 6.2.2. Fix $n \in \mathcal{R}$ and let $p(n)$ and $N$ be as in Definition 6.3.2. Let $s$ denote $\left(\frac{4}{\varepsilon^2} - 1\right) \cdot \frac{2^{(n+p(n))}}{n}$. Consider a string $x \in \{0, 1\}^N$ that we want to erasure-resiliently test for $\mathcal{P}'$. As in Definition 6.3.2, we refer to the substring $x[1..sn]$ as the plain part of $x$ and the substring $x[sn + 1..N]$ as the encoded part of $x$.

Assume that $x \in \mathcal{P}$. By this assumption, we can see that there exists a string
$y \circ \pi \in \{0, 1\}^{n+p(n)}$ such that (1) $y \in R_{\phi_n}$ and the plain part of $x$ can be completed to a repetition of $y$, (2) $\pi$ is a proof such that the algorithm $V$ (from Claim 6.2.6) accepts when given oracle access to $y \circ \pi$, and (3) the encoded part of $x$ can be completed to the Hadamard encoding of $y \circ \pi$. Since $\alpha < 3\varepsilon^*/16$, the fraction of erasures in the encoded part of $x$ is less than $3/4$. Hence, by Theorem 5.1.10, with probability at least $2/3$, there exists an algorithm $T_k$ computed in Step 2 of Algorithm 6.2 such that $T_k$ implicitly computes the string $y \circ \pi \in \{0, 1\}^{n+p(n)}$. Therefore $k$ is not discarded in either Step 7 or Step 10. Thus, the tester will accept with probability at least $2/3$.

Now, assume that $x$ is $\varepsilon$-far from $P'$. Let $E$ denote the event that the number of queries made by the tester does not exceed its query budget. We first show that, conditioned on $E$, the tester rejects with probability at least $4/5$.

**Claim 6.3.4.** The plain part of $x$ is $\frac{2\varepsilon}{3}$-far from $s$ repetitions of a string $y \in R_{\phi_n}$.

**Proof.** Since $x$ is $\varepsilon$-far from satisfying $P'$, at least $\varepsilon N$ nonerased values in $x$ need to be changed in order to complete it to a string satisfying $P'$. The upper bound on the number of nonerased values in the encoded part of $x$ is $\frac{\varepsilon^*}{4} \cdot N$, which is at most $\varepsilon N/3$ since $\varepsilon \in (\frac{3\varepsilon^*}{4}, 1)$. Thus, the plain part of $x$ needs to be changed in at least $2\varepsilon N/3$ values in order for it to be $s$ repetitions of a string $y \in R_{\phi_n}$. The claim follows. 

From Claim 6.3.4, it follows that at least $\frac{2\varepsilon \cdot sn}{3}$ nonerased points need to be changed in the plain part of $x$ for it to be $s$ repetitions of a string $y \in R_{\phi_n}$.

**Claim 6.3.5.** For every $y \in \{0, 1\}^n$, if the plain part of $x$ can be changed to $s$ repetitions of $y$ by modifying less than $\frac{\varepsilon \cdot sn}{3}$ nonerased values, then $y$ is $\frac{\varepsilon}{3}$-far from $R_{\phi_n}$.

**Proof.** Consider $y \in \{0, 1\}^n$ such that we can change less than $\varepsilon \cdot sn/3$ nonerased points in the plain part of $x$ and make it $s$ repetitions of $y$. Assume that there exists $y' \in R_{\phi_n}$ such that the Hamming distance of $y'$ to $y$ is at most $\varepsilon \cdot n/3$. Then, the
plain part of $x$, can be changed to be $s$ repetitions of $y'$ by first changing it to be $s$ repetitions of $y$ (modifying less than $\varepsilon \cdot sn/3$ nonerased points) and then modifying at most $s \cdot \varepsilon \cdot n/3$ nonerased points to make it $s$ repetitions of $y'$. In other words, $x[1 \ldots sn]$ can be modified in less than $2\varepsilon \cdot sn/3$ nonerased points to make it $s$ repetitions of a string $y'$ in $R_{\phi_n}$. This contradicts Claim 6.3.4.

Fix $k \in [L]$, where $L$ is the number of algorithms returned by the local list erasure-decoder. Let $y' \in \{0, 1\}^n$ be the first $n$ bits from the left in the decoding, using $T_k$, of the encoded part of $x$. We will show that the algorithm discards $k$ with high probability. We split the analysis into two cases.

Case I: Suppose we need to change at least $\varepsilon \cdot sn/3$ nonerased points in the plain part of $x$ for it to become $s$ repetitions of $y'$. We show that in this case, Steps 4-7 discard $k$ with probability at least $\frac{9}{10L}$. A point $(i-1)n + a$ for $i \in [s]$ and $a \in [n]$ is called a witness if $x[(i-1)n + a] \neq \perp$ and $x[(i-1)n + a] \neq y'[a]$. Since we need to change at least $\varepsilon \cdot sn/3$ nonerased points in the plain part of $x$ for it to become $s$ repetitions of $y'$, there are at least $\varepsilon \cdot sn/3$ witnesses in the plain part of $x$. In each iteration of Steps 4-7, the point selected is a witness with probability at least $\frac{\varepsilon \cdot sn}{3sn} = \frac{\varepsilon}{3}$. Thus, in $\left\lceil \frac{9 \log L}{\varepsilon} \right\rceil$ iterations, Algorithm 6.2 finds a witness (and discards $k$) with probability at least $9/10L$.

Case II: In this case, we assume that we can change less than $\varepsilon \cdot sn/3$ nonerased points in the plain part of $x$ and make it $s$ repetitions of $y'$. Then, by Claim 6.3.5, $y'$ is $\varepsilon/3$-far from $R_{\phi_n}$. Let $\varepsilon' = \frac{\varepsilon}{3}$. By Claim 6.2.6, for every proof $\pi \in \{0, 1\}^{\nu(n)}$, the algorithm $V$ (from Claim 6.2.6), on input $\varepsilon'$ and oracle access to $y' \circ \pi$ (obtained via $T_k$), rejects (causing $k$ to be discarded) with probability at least $2/3$. Thus, the probability that tester fails to discard $k$ in $\left\lceil 4 \log L \right\rceil$ independent iterations of Steps 8-10 is at most $1/16L$.

Therefore, the probability that the tester fails to discard $k$ is at most $\frac{1}{10L} + \frac{1}{16L} <$
By the union bound, the probability that Algorithm 6.2 fails to discard some $k \in [L]$ is at most $1/5$. Thus, conditioned on the event $E$ that the number of queries made by the tester does not exceed its query budget, with probability at least $4/5$, the tester rejects.

We now bound the probability of the event $E$. For this, we calculate the expected number of queries made by Algorithm 6.2. For all $k \in [L]$, the expected number of queries that each invocation of the algorithm $T_k$ makes is at most $q$. Since the fraction of erasures (with respect to the encoded part $x[sn+1\ldots N]$) is at most $3/4$, the values $q$ and $L$ are both constants (by Theorem 5.1.10). Hence, the expected number of queries made in Steps 4-7 is $O(\frac{1}{\varepsilon})$.

By Claim 6.2.6, the number of queries made by the algorithm $V$ (from Claim 6.2.6) on input $\varepsilon' = \frac{\varepsilon}{3}$ and oracle access to $T_k$, is $O(\frac{1}{\varepsilon})$. Thus, the expected number of queries made in Steps 8-10 by Algorithm 6.2 is $O(\frac{1}{\varepsilon})$.

Therefore the expected total number of queries made by the tester is $O(\frac{1}{\varepsilon})$. Hence, for a large enough constant $C$, the probability that the number of queries exceed $\frac{C}{\varepsilon}$ is at most $1/10$ by Markov’s inequality. Hence, the probability that the tester accepts $x$ that is $\varepsilon$-far from $P'$ is at most $1/3$. \hfill \square

**Lemma 6.3.6.** Let $\varepsilon^* \in (0,1)$ be as in Lemma 6.2.2. For every $\alpha \in (\frac{\varepsilon^*}{8},1)$ and $\varepsilon' \in (\alpha,\varepsilon^* - \frac{(\varepsilon^*)^2}{4})$, the query complexity of $(\alpha,\varepsilon')$-tolerant testing $P'$ on strings of length $N$ is $\tilde{\Omega}(\log N)$.

**Proof.** Let $\mathcal{N}, \varepsilon^* \in (0,1)$ be as in Lemma 6.2.2. We will prove the lemma by showing a reduction from $\varepsilon^*$-testing of $\mathcal{R}_{\phi_n}$. Fix $n \in \mathcal{N}$ and let $p(n)$ and $N$ be as in Definition 6.3.2. Let $s$ denote $(\frac{4}{\varepsilon^*} - 1) \cdot \frac{2^{n+p(n)}}{n}$.

Consider a string $y \in \{0,1\}^n$ that we want to $\varepsilon^*$-test for $\mathcal{R}_{\phi_n}$. Let $x \in \{0,1\}^N$ be the string where the first $sn$ bits of $x$ are $s$ repetitions of $y$ and the remaining bits are all 0s. We refer to the substring $x[1\ldots sn]$ as the plain part of $x$ and the substring...
\( x[sn + 1 \ldots N] \) as the encoded part of \( x \).

Assume that \( A \) is an \((\alpha, \varepsilon')\)-tolerant tester for \( P' \). We now describe an \( \varepsilon^* \)-tester \( A' \) for \( \mathcal{R}_{\phi_n} \) that has the same query complexity as \( A \). Given oracle access to \( y \in \{0, 1\}^n \), the tester \( A' \) runs the tester \( A \) on the string \( x \in \{0, 1\}^N \) and accepts if and only if \( A \) accepts, where \( x \) is constructed from \( y \) as described above. Observe that one can simulate a query to \( x \) by making at most one query to \( y \).

If \( y \in \mathcal{R}_{\phi_n} \), then \( x \) is \( \alpha \)-close to \( P' \). Observe that the encoded part of \( x \) needs to be changed in at most \( 1/2 \) fraction of its positions in order to make it the encoding of a string \( y \circ \pi \), where \( \pi \) is a proof that makes a PCP of proximity for testing \( \mathcal{R}_{\phi_n} \) accept. This follows from the fact that the normalized weight of every nonzero codeword in the Hadamard code is \( 1/2 \). Thus, the fraction of bits in \( x \) that needs to be changed in order to make it satisfy \( P' \) is at most \( \frac{1}{2} \cdot \frac{N-sn}{N} = \frac{\varepsilon^*}{8} \), which is less than \( \alpha \). Therefore, by definition, \( A' \) will accept \( x \) with probability at least \( 2/3 \).

Assume now that \( y \) is \( \varepsilon^* \)-far from \( \mathcal{R}_{\phi_n} \). Then \( x \) needs to be changed in at least \( \varepsilon^* \cdot sn \) positions to make it satisfy \( P' \). From this, one can observe that \( x \) is \((\varepsilon^* - \frac{(\varepsilon^*)^2}{4})\)-far from \( P' \). Hence, for all \( \varepsilon' < \varepsilon^* - \frac{(\varepsilon^*)^2}{4} \), we have that \( A \) will reject \( x \) with probability at least \( 2/3 \), and therefore \( A' \) will reject \( y \) with probability at least \( 2/3 \).

Thus, we have shown that the query complexity of \((\alpha, \varepsilon')\)-tolerant testing \( P' \) is at least the query complexity of \( \varepsilon^* \)-testing \( \mathcal{R}_{\phi_n} \). Hence, the query complexity of \((\alpha, \varepsilon')\)-tolerant testing \( P' \) is \( \Omega(n) \), which is equal to \( \tilde{\Omega}(\log N) \).

Proof of Theorem 6.1.2. Theorem 6.3.1 states that, for certain ranges of parameters \( \alpha, \varepsilon, \varepsilon' \in (0, 1) \) and for large enough \( N \in \mathbb{N} \), the property \( P' \) on binary strings of length \( N \), is \( \alpha \)-erasure-resiliently \( \varepsilon \)-testable, but is not \((\alpha, \varepsilon')\)-tolerantly testable. To prove Theorem 6.1.2, we need to show the existence of \( \alpha, \varepsilon \in (0, 1) \) such that the property \( P' \) on binary strings of length \( N \) is \( \alpha \)-erasure-resiliently \( \varepsilon \)-testable, but is not \((\alpha, \alpha + \varepsilon)\)-tolerantly testable. In other words, the following system of inequalities
should have a solution.

\[
\frac{\varepsilon^*}{8} < \alpha < \frac{3\varepsilon^*}{16}; \quad \frac{3\varepsilon^*}{4} < \varepsilon < 1;
\]

\[
\varepsilon' = \alpha + \varepsilon < \varepsilon^* - (\varepsilon^*)^2/4
\]

For every \(0 < \varepsilon^* < 1/100\), the value \(\varepsilon^* - (\varepsilon^*)^2/4\) is strictly greater than \(\varepsilon^* - \varepsilon^*/400 = 399\varepsilon^*/400\). For \(\alpha = \varepsilon^*/6\) and \(\varepsilon = 4\varepsilon^*/5\), which satisfy the first two inequalities, we can see that \(\alpha + \varepsilon = 29\varepsilon^*/30 < 399\varepsilon^*/400 < \varepsilon^* - (\varepsilon^*)^2/4\). Thus there exists \(\alpha, \varepsilon \in (0, 1)\) satisfying \(\alpha + \varepsilon < 1\) such that \(\mathcal{P}'\) is \(\alpha\)-erasure-resiliently \(\varepsilon\)-testable, but not \((\alpha, \alpha + \varepsilon)\)-tolerantly testable. Theorem 6.1.2 follows.

\[\square\]

### 6.3.4 Strengthened Separation

In this section, we describe a property \(\mathcal{P}''\) that can be erasure-resiliently tested using a constant number of queries, but for which every tolerant tester has query complexity \(n^{\Omega(1)}\), and prove Theorem 6.1.3. The following theorem implies Theorem 6.1.3.

**Theorem 6.3.7.** There exists a property \(\mathcal{P}''\) and constants \(\varepsilon^* \in (0, 1), c_2 > 1\) such that,

- For every \(\varepsilon \in \left(\frac{\varepsilon^*}{8}, 1\right)\) and \(\alpha \in (0, \frac{\varepsilon^*}{57600c_2})\) such that \(\alpha + \varepsilon < 1\), property \(\mathcal{P}''\) can be \(\alpha\)-erasure-resiliently \(\varepsilon\)-tested using \(O\left(\frac{1}{\varepsilon}\right)\) queries,

- For every \(\alpha \in \left(\frac{\varepsilon^*}{57600c_2+2\varepsilon^*}, 1\right)\), and \(\varepsilon' \in \left(\alpha, \frac{28800c_2+\varepsilon^*}{28800c_2+4\varepsilon^*}\right)\), every \((\alpha, \varepsilon')\)-tolerant tester for \(\mathcal{P}''\) on inputs of length \(N\) has query complexity \(N^{\Omega(1)}\).
6.3.5 Separating Property $P''$: Smooth PCPs of Proximity and Approximate Locally List Erasure-Decodable Codes

The property $P''$ is very similar to the property $P'$ that we used in our Hadamard-based separation (see Definition 6.3.2). Like a string that satisfies $P'$, a string that satisfies $P''$ can also be thought of as consisting of a plain part (that contains the repetition of a string $y \in \mathcal{R}_{\phi_n}$) and an encoded part. The encoded part of a string in $P'$ is the Hadamard encoding of a string $y \circ \pi$, where $\pi$ is a proof that makes the algorithm $V$ from Claim 6.2.6 accept. However, the encoded part of a string satisfying $P''$ is the encoding of a string $\pi'$, where $\pi'$ is a proof (whose length is asymptotically equal to $|\pi|$) that makes a ‘smooth’ PCPP accept. In addition, the encoding uses an ALLEDC (see Definition 5.1.4) instead of the Hadamard code.

We first describe the ‘smooth’ PCPP used in our construction. The following lemma by Ben-Sasson et al. (2006) and (Guruswami & Rudra, 2005, Lemma 5) states that algorithms making nonadaptive queries can be transformed into algorithms that make nearly uniform queries.

**Lemma 6.3.8** (Guruswami & Rudra (2005); Ben-Sasson et al. (2006)). Let $n \in \mathbb{N}$. Consider a nonadaptive algorithm $T$ that gets oracle access to strings from $\{0, 1\}^n$. There exists a mapping $\varphi_T : \{0, 1\}^n \rightarrow \{0, 1\}^{n'}$ and an algorithm $T'$ satisfying the following:

- For every $x \in \{0, 1\}^n$, the distribution on outcomes of $T$ with oracle access to $x$ is identical to the distribution on outcomes of $T'$ with oracle access to $\varphi_T(x)$. Moreover, $3n < n' \leq 4n$, and the number of queries that $T'$ makes to $\varphi_T(x)$ is at most twice the number of queries that $T$ makes to $x$.

- Upon oracle access to $x' \in \{0, 1\}^{n'}$, each query of $T'$ is to location $j \in [n']$ with probability at most $2/n'$.
Combining Lemma 6.2.4 with Lemma 6.3.8 (along with the fact that $\mathcal{R}$ can be decided using linear-sized circuits), we get the required ‘smooth’ PCPP for $\mathcal{R}$.

**Lemma 6.3.9** (Smooth PCPP). Let $c_1 > 0, c_2 > 1$ be fixed constants. Let $n \in \mathbb{N}$. The property $\mathcal{R}_{\phi_n}$ has a PCPP $V$ that works for all $\varepsilon \in [0, 1]$, gets oracle access to an input $y$ of length $n$ and a proof $\pi$ of length at most $c_1 n \cdot \text{poly} \log n$, and makes at most $\frac{c_2}{\varepsilon}$ queries. Moreover, the queries of $V$ are nonadaptive and satisfy the following:

- each query $V$ makes to $y$ is to any particular location of $y$ with probability $1/n$;
- each query $V$ makes to $\pi$ is to any particular location of $\pi$ with probability at most $2/|\pi|$.

**Proof.** Let $c > 0$ be the constant from Claim 6.2.6. Consider the algorithm $V'$ guaranteed by Lemma 6.2.4 for the property $\mathcal{R}_{\phi_n}$. The algorithm $V'$ gets oracle access to the concatenation of an input $y \in \{0, 1\}^n$ and a proof $\pi' \in \{0, 1\}^{p'(n)}$, where $p'(n) \leq cn \cdot \text{poly} \log n$.

We now describe an algorithm $V''$ that, on oracle access to a string $y \circ \pi''$, where $y \in \{0, 1\}^n$ and $\pi'' \in \{0, 1\}^{n+p'(n)}$, and does the following:

1. Sample a uniformly random $i \in [n]$ and **reject** if $y[i] \neq \pi''[i]$.
2. Simulate $V'$ with oracle access to $\pi''$ and **reject** if $V'$ rejects.
3. **Accept** if neither of the above events happen.

We prove the following claim about the algorithm $V''$.

**Claim 6.3.10.** $V''$ is an algorithm satisfying:

- if $y \in \mathcal{R}_{\phi_n}$, then for some proof $\pi''$, the algorithm $V'$ always accepts $y \circ \pi''$;
- if $y \notin \mathcal{R}_{\phi_n}$, then for every $\pi''$, the algorithm $V'$ rejects $y \circ \pi''$ with probability proportional to the relative Hamming distance of $y$ from $\mathcal{R}_{\phi_n}$.
Proof. Assume \( y \in \mathcal{R}_{\phi_n} \). There exists a proof \( \pi' \) of length at most \( cn \cdot \text{poly} \log n \) such that the algorithm \( V' \) accepts when given oracle access to \( y \circ \pi' \). Therefore, algorithm \( V'' \) accepts if given oracle access to \( y \circ \pi'' \), where \( \pi'' = y \circ \pi' \).

Next, assume that \( y \notin \mathcal{R}_{\phi_n} \). Let \( \delta \) be the relative Hamming distance of \( y \) from \( \mathcal{R}_{\phi_n} \). Fix \( \pi'' \in \{0,1\}^{n+\rho'(n)} \). Let \( \delta' \) be the relative Hamming distance of \( y \) from the string \( y' \) obtained by considering the first \( n \) bits of \( \pi'' \). Step 1 of the algorithm \( V'' \) rejects with probability \( \delta' \), since, for a uniformly random index \( i \in [n] \), we have that \( y[i] \neq y'[i] \) with probability \( \delta' \). If \( \delta' \geq \delta'/2 \), then Step 1 of algorithm \( V'' \) rejects with probability at least \( \delta'/2 \). If \( \delta' < \delta'/2 \), then the relative Hamming distance of \( y' \) from \( \mathcal{R}_{\phi_n} \) has to be greater than \( \delta'/2 \); otherwise, the distance of \( y \) from \( \mathcal{R}_{\phi_n} \) is less than \( \delta \), which is a contradiction. If \( y' \) has distance at least \( \delta'/2 \) from \( \mathcal{R}_{\phi_n} \), for every string \( z \in \{0,1\}^{\rho'(n)} \) that forms the last \( \rho'(n) \) bits of \( \pi'' \), the algorithm \( V' \) with oracle access to \( \pi'' = y' \circ z \) rejects with probability \( \Omega(\delta) \). That is, Step 2 of \( V'' \) rejects with probability \( \Omega(\delta) \).

We can think of \( V'' \) as running two algorithms \( V_1 \) and \( V_2 \), where \( V_1 \) makes the input queries of \( V'' \) and \( V_2 \) makes the proof queries of \( V'' \). We observe that the query distribution of \( V_1 \) is uniform over the input part. By applying Lemma 6.3.8 to \( V_2 \) we obtain a mapping \( \varphi : \{0,1\}^* \rightarrow \{0,1\}^* \) and an algorithm \( V'_2 \) such that each query of \( V'_2 \) is to a particular location in the string \( \varphi(\pi'') \) with probability at most \( 2/|\varphi(\pi'')| \).

By Lemma 6.3.8, we also have: \( |\varphi(\pi'')| \leq 4|\pi''| \).

Let \( p(n) \) denote \( |\varphi(\pi'')| \), where \( \pi'' \in \{0,1\}^{n+\rho'(n)} \). Consider the algorithm \( V''' \) that runs \( V_1 \) and \( V'_2 \) using a common random string with oracle access to a string \( y \circ z \), where \( y \in \{0,1\}^n \) and \( z \in \{0,1\}^{\rho(n)} \), and rejecting whenever \( V'' \) rejects based on the query answers. In addition, \( V''' \) also rejects if it detects any evidence that \( z \) is not in the image of \( \varphi \).

If \( y \in \mathcal{R}_{\phi_n} \), then there exists a proof \( \pi'' \) such that \( V'' \) accepts \( y \circ \pi'' \), implying that
for the same \( \pi'' \), the algorithm \( V''' \) accepts \( y \circ \pi , \text{where} \pi = \varphi (\pi'' ) \). If \( y \notin \mathcal{R}_{\phi_n} \), then for every proof \( \pi'' \), the algorithm \( V'' \) rejects \( y \circ \pi'' \) with probability proportional to the relative Hamming distance of \( y \) from \( \mathcal{R}_{\phi_n} \). This implies that for every proof \( \pi \), the algorithm \( V''' \) rejects \( y \circ \pi \) with probability proportional to the relative Hamming distance of \( y \) from \( \mathcal{R}_{\phi_n} \).

On input \( \varepsilon \in (0,1) \), the algorithm \( V \) guaranteed by the statement of the lemma repeats for \( \Theta(1/\varepsilon) \) time, the algorithm \( V''' \). The acceptance and rejection guarantees of \( V \) are immediate. Note also that the distribution of a single input or proof query does not change by repetition. The lemma follows.

Next, we describe the approximate locally list decodable code that we use in our construction. We prove the existence of an approximate locally list erasure-decodable code (ALLELDC) with inverse polynomial rate. The following theorem due to Impagliazzo et al. (2010) proves the existence of an approximate locally decodable code with inverse polynomial rate, constant query complexity, and constant list size.

**Theorem 6.3.11** (Impagliazzo et al. (2010) as restated by Ben-Aroya et al. (2010b)).

For every \( \gamma, \beta > 0 \), there exist a number \( f(\gamma, \beta) > 0 \) and a code family \( \{ C_k : \mathbb{F}_2^k \rightarrow \mathbb{F}_2^{f(\gamma, \beta)k^5} \}_{k \in \mathbb{N}} \) that is \((\gamma, \beta, O(\frac{\log(1/\beta)}{(1-\gamma)^3}), O(\frac{1}{(1-\gamma)^2}))\)-approximate locally list decodable.

To this code, we apply Observation 5.1.7 which states that every ALLDC that works in the presence of errors also works in the presence of twice as many erasures (with the same parameters up to constant factors). This gives us the required ALLEDCC.

**Lemma 6.3.12.** Let \( c_3 > 0 \) be a constant. For every \( \gamma, \beta > 0 \), there exist a number \( f(\gamma, \beta) > 0 \) and a code family \( \{ C_k : \mathbb{F}_2^k \rightarrow \mathbb{F}_2^{f(\gamma, \beta)k^5} \}_{k \in \mathbb{N}} \) that is \((\gamma, \beta, \frac{c_3 \log(1/\beta)}{(1-\gamma)^3}, \frac{c_3}{(1-\gamma)^2})\)-approximate locally list erasure-decodable.
The following is the definition of our separating property $\mathcal{P}''$. Note that the encoded part of a string satisfying $\mathcal{P}''$ contains the encoding of a proof as well as the complement of that encoding. This is done in order to equalize the number of 0s and 1s in the encoded part.

**Definition 6.3.13** (Separating Property $\mathcal{P}''$). Let $\mathbb{R}$, $\{\mathcal{R}_{\phi_n}\}_{n \in \mathbb{N}}$ and $\varepsilon^* \in (0,1)$ be as in Lemma 6.2.2. Let $c_1 > 0$, $c_2 > 1$ be as in Lemma 6.3.9. Let $c_3 > 0$ be as in Lemma 6.3.12. Let $m = \frac{28800 - c_2}{\varepsilon^*}$, $\gamma = \frac{1}{2} + \frac{\varepsilon^*}{57600 - c_2}$ and $\beta = \frac{\varepsilon^*}{9000c_2}$.

For $n \in \mathbb{N}$, let $p(n) \leq c_1 \cdot n \cdot \text{polylog } n$ denote the length of a valid proof that makes the algorithm $V$ from Lemma 6.3.9 accept. Let $f(\cdot, \cdot)$ be as in Lemma 6.3.12. Let $C = \{C_k\}_{k \in \mathbb{N}}$ be the $(\gamma, \beta, \frac{c_3 \log(1/\beta)}{(1-\gamma)^2}, \frac{c_3}{(1-\gamma)^2})$-ALLELDC from Lemma 6.3.12.

A string $x \in \{0,1\}^N$ of length $N = (m+1) \cdot 2 f(\gamma, \beta) \cdot (p(n))^5$ satisfies $\mathcal{P}''$ if the following conditions hold:

1. The first $m \cdot 2 f(\gamma, \beta) \cdot (p(n))^5$ bits of $x$ (called the plain part of $x$) consist of $m \cdot \frac{2 f(\gamma, \beta) \cdot (p(n))^5}{n}$ repetitions of a string $y \in \{0,1\}^n$, where $y \in \mathcal{R}_{\phi_n}$ of length $n$.

2. The remaining $2 f(\gamma, \beta) \cdot (p(n))^5$ bits of $x$ is called the encoded part. Its first half is the encoding, using $C$, of a string $\pi \in \{0,1\}^{p(n)}$ such that the PCPP $V$ in Lemma 6.3.9 accepts when given oracle access to $y \circ \pi$. The second half of the encoded part is the complement of its first half.

**6.3.6 Proof of Strengthened Separation**

In this section, we prove Theorem 6.3.7. Lemmas 6.3.14 and 6.3.18 together imply the first and second parts of Theorem 6.3.7, respectively. The high level idea of the proof of Lemma 6.3.14 is very similar to that of Lemma 6.3.3. The differences arise mainly because of the way the encoded parts of strings satisfying $\mathcal{P}'$ and $\mathcal{P}''$ differ. The erasure-resilient tester for $\mathcal{P}'$ could first check whether the plain part is a repetition
of the ‘decoded input’, and then check whether the ‘decoded input’ is in \( \mathcal{R} \) with the help of the ‘decoded PCPP proof’. Since the encoded part of \( \mathcal{P}'' \) is the encoding of just a PCPP proof, this is not possible. Instead, the erasure-resilient tester for \( \mathcal{P}'' \) samples a uniformly random point \( u \) from the plain part and uses the ‘block’ from which \( u \) is obtained as a ‘candidate input’ \( y \). It then checks whether the plain part is a repetition of \( y \) and also checks whether \( y \in \mathcal{R} \) using the ‘approximately decoded proof’. In case a string is \( \alpha \)-erased and \( \varepsilon \)-far from \( \mathcal{P}'' \), we show that the ‘candidate input’ \( y \) that we sample is \( c \)-erased and \( c'\varepsilon \)-far from \( \mathcal{R} \), for some constants \( c, c' \).

Hence, the smooth PCPP verifier rejects.

**Lemma 6.3.14.** Let \( \varepsilon^* \in (0, 1) \) be as in Lemma 6.2.2 and \( c_2 > 1 \) be as in Lemma 6.3.9. For every \( \varepsilon \in \left( \frac{\varepsilon^*}{5}, 1 \right) \) and \( \alpha \in \left( 0, \frac{\varepsilon^*}{57600c_2} \right) \) such that \( \alpha + \varepsilon < 1 \), the property \( \mathcal{P}'' \) is \( \alpha \)-erasure-resiliently \( \varepsilon \)-testable using \( O\left( \frac{1}{\varepsilon} \right) \) queries.

**Proof.** The erasure-resilient tester is presented in Algorithm 6.3. Let \( m \) denote \( \frac{28800c_2}{\varepsilon^*} \).

Let \( \gamma = \frac{1}{2} + \frac{\varepsilon^*}{57600c_2} \), \( \beta = \frac{\varepsilon^*}{9000c_2 \ln \left( \frac{6c_2}{(1-\gamma)^2} \right)} \), \( q = \frac{\varepsilon^* \log(1/\beta)}{(1-\gamma)^3} \), and \( L = \frac{c_3}{(1-\gamma)^2} \). For \( n \in \mathbb{N} \), consider a string \( x \in \{0, 1\}^N \), where \( N = (m+1) \cdot 2f(\gamma, \beta) \cdot (p(n))^5 \). The plain part of \( x \) is \( m \) times larger than the encoded part. Let \( s \) denote the number \( m \cdot \frac{2f(\gamma, \beta) \cdot (p(n))^5}{n} \).

Assume that \( x \) satisfies \( \mathcal{P}'' \). Since \( x \) satisfies \( \mathcal{P}'' \), the plain part of \( x \) is completable to the repetitions of \( y \) for some \( y \in \mathcal{R}_{\mathcal{P}} \). Therefore, Steps 2-7 never reject. By the definition of \( \mathcal{P}'' \), the first half of the encoded part of \( x \) is the encoding (using the \((\gamma, \beta, q, L)\)-ALLED code \( \mathcal{C} \) from Lemma 6.3.12) of a string \( \pi(y) \in \{0, 1\}^{p(n)} \) such that the smoothed PCPP \( V \) with oracle access to \( y \circ \pi(y) \) always accepts. The second half of the encoding is completable to the complement of the first half. The fraction of erasures in the encoded part (even if all of the erasures were there) is at most \((m+1)\alpha \). Therefore, the fraction of erasures is at most \((m+1) \cdot \alpha = \frac{1}{2} + \frac{1}{2m} = \gamma \) in either the first half or the second half of the encoded part.
By the definition of a \((\gamma, \beta, q, L)\)-ALLED code, with probability at least \(2/3\), one of the algorithms \(T_1, T_2, \ldots, T_L\) returned by the approximate local list decoder provides oracle access to \(\pi(y)\) with at most \(\beta\) fraction of errors. Let \(T_k\) be that algorithm. The tester discards this \(k\) only if an erroneous point is queried in some iteration of Steps 10-13. Since each proof query of \(V\) (in Step 12) is made to a specific index in the proof with probability at most \(2/|p(n)|\) and the string decoded by \(T_k\) is \(\beta\)-erroneous, by the union bound over queries of \(V\), the probability of \(V\) querying an erroneous point is at most \(2^{\frac{75}{24}}\). Hence, by the union bound, the probability that the tester discards \(k\) is at most \(1/3 + 2\cdot\frac{75}{24}\), where the inequality follows from our setting of \(\beta\). Hence, Step 14 does not reject with probability at least 3/5. That is, the tester accepts \(x\) with probability at least 3/5.

Assume now that \(x\) is \(\varepsilon\)-far from \(P^{\prime\prime}\). Let \(N_{\text{pl}}\) denote the set of nonerased points in the plain part of \(x\). Let \(N_{\text{en}}\) denote the set of nonerased points in the encoded part of \(x\). Let \(\alpha_{\text{pl}}\) denote the fraction (with respect to \(s\cdot n\), the length of the plain part) of erased points in the plain part.

Let \(E\) denote the event that the number of queries made by the tester does not exceed the query budget \(Q\). In what follows, we upper bound the probability that Algorithm 6.3 accepts, conditioned on \(E\). We prove later, in Claim 6.3.17, that \(\Pr[E] \leq 1/30\).

Let \(\varepsilon_{\text{pl}}\) denote the fraction of points (with respect to \(s\cdot n\), the length of the plain part) in the plain part whose values need to be changed in order to make the plain part a repetition of some string \(y \in \{0, 1\}^n\). Let \(S_a = \{(i - 1)n + a : i \in [s]\}\) for all \(a \in [n]\). We use the term \(a\)-th segment to refer to the set \(S_a\). For all \(a \in [n]\), we have \(|S_a| = s\). For all \(a \in [n]\), let \(\alpha_a = |\{u \in S_a : x(u) = \perp\}|/s\) denote the fraction of points in \(S_a\) that are erased. Let \(N_a \subseteq S_a\) denote the set of nonerased points in the \(a\)-th segment.
Case I: the plain part of $x$ is, for every $y \in \{0, 1\}^n$, $\varepsilon/144$-far from $s$ repetitions of $y$.

Let $\varepsilon_a$ for all $a \in [n]$ denote the smallest fraction of points in $S_a$ whose values need to be changed in order to satisfy $x[u] = x[v]$ for all $u, v \in \mathcal{N}_a$. For every $a \in [n]$ and $u \in \mathcal{N}_a$, the number of $v \in \mathcal{N}_a$ such that $x[u] \neq x[v]$, is at least $\varepsilon_a \cdot s$. It is immediate that $\varepsilon_{pl} \cdot s \cdot n = \sum_{a \in [n]} \varepsilon_a \cdot s$.

Let $F$ denote the event that the tester rejects in a single iteration of the loop in Steps 2-7. Let $G_a$ for all $a \in [n]$ denote the event that the tester samples a nonerased point $u$ from $S_a$ in Step 3. Conditioned on $G_a$, the number of nonerased points in $S_a$ that make the tester reject is at least $\varepsilon_a \cdot s$. Putting all this together, we have,

$$\Pr[F|E] = \sum_{a \in [n]} \Pr[G_a|E] \cdot \Pr[F|G_a, E] = \sum_{a \in [n]} \frac{|\mathcal{N}_a|}{sn} \cdot \frac{\varepsilon_a \cdot s}{|\mathcal{N}_a|} = \sum_{a \in [n]} \frac{1}{n} \cdot \varepsilon_a = \varepsilon_{pl} \geq \frac{\varepsilon}{144}.$$ 

Therefore, conditioned on $E$, in at least $432/\varepsilon$ iterations, the tester will reject with probability at least $19/20$. Hence, in Case I, the algorithm accepts with probability at most $\frac{1}{20} + \Pr[E] \leq \frac{1}{20} + \frac{1}{30} \leq \frac{2}{5}$, where we prove later (in Claim 6.3.17) $\Pr[E] \leq 1/30$. Thus, the algorithm rejects with probability at least $3/5$.

Case II: the plain part of $x$ is $\varepsilon/144$-close to $s$ repetitions of a string $y^* \in \{0, 1\}^n$.

We first show that $y^*$ has to be far from $\mathcal{R}_{\phi_n}$.

Claim 6.3.15. The string $y^*$ is $\varepsilon/2$-far from $\mathcal{R}_{\phi_n}$.

Proof. Otherwise, one can transform the entire plain part of $x$ to (be completable to) repetitions of $y^*$ by making at most $sn \cdot \frac{\varepsilon}{144} \leq N \cdot \frac{\varepsilon}{144}$ changes. This can then be transformed to repetitions of a string in $\mathcal{R}_{\phi_n}$ by making at most $sn \cdot \frac{\varepsilon}{2} \leq N \cdot \frac{\varepsilon}{2}$ changes. Thus, the string $x$ can be made to satisfy $\mathcal{P}''$ by making at most $N \cdot \left( \frac{\varepsilon}{144} + \frac{\varepsilon}{2} + \frac{1}{m+1} \right)$ changes, where the term $\frac{N}{m+1}$ accounts for the number of changes in the encoded part. Since $\varepsilon > \frac{\varepsilon^*}{8}$ and $c_2 > 1$, we have that $m = \frac{28800c_2}{\varepsilon^*} \geq \frac{144}{71\varepsilon}$. Hence, $\frac{1}{m} < \frac{71\varepsilon}{144}$ and,
therefore, $N \cdot \left( \frac{\varepsilon}{144} + \frac{\varepsilon}{2} + \frac{1}{m+1} \right) < \varepsilon N$. Thus, the string $x$ can be made to satisfy $P''$ by making less than $\varepsilon N$ changes. This is a contradiction.

Let $B_i = \{(i-1)n + a : a \in [n]\}$ for all $i \in [s]$. We use the term $i$-th block to refer to the set $B_i$. For all $i \in [s]$, we have, $|B_i| = n$. Let $\alpha_i = \frac{|\{u \in B_i : x[u] = 1\}|}{n}$ for all $i \in [s]$ denote the fraction of points in $B_i$ that are erased. Let $N_i \subseteq S_i$ denote the set of nonerased points in the $i$-th block. Let $\varepsilon_i$ for all $i \in [s]$ denote the fraction of points in $S_i$ whose values need to be changed in order to satisfy $x[(i-1)n + a] = y^*[a]$ for all $a \in [n]$. In other words, $\varepsilon_i n$ is the smallest number of points in $N_i$ that need to be changed in order for the $i$-th block to be completable to $y^*$.

Fix $k \in [L]$. We show that Algorithm 6.3 discards $k$ with high probability. Consider a single iteration of the repeat-loop in Steps 11-13. Let $y'$ denote the (partially erased) string represented by the block that Algorithm 6.3 samples in Step 11. Let $G_1$ denote the (good) event that $y'$ is $\varepsilon/6$-close to $y^*$. Let $G_2$ denote the (good) event that $y'$ has at most $48 \alpha$ fraction of erasures. We first evaluate the probability that the tester discards $k$ in Steps 11-13 conditioned on $G_1$ and $G_2$.

**Claim 6.3.16.** Conditioned on $G_1$ and $G_2$, the string $y'$ is $24 \varepsilon/75$-far from $R_{\phi_n}$.

**Proof.** Let $y''$ be a string in $R_{\phi_n}$ closest to $y'$. Let $d$ denote the number of nonerased bits in $y'$ that need to be changed in order for it to be completable to $y''$. By our conditioning, $y'$ is a $48 \alpha$-erased string that is $\varepsilon/6$-close to $y^*$. Thus, one can convert $y^*$ into $y'$ and then $y'$ into $y''$ by modifying at most $48 \alpha n + \frac{\varepsilon n}{6} + d$ bits in $y^*$. Since $y^*$ is $\varepsilon/2$-far from $R_{\phi_n}$, we get that $d \geq \frac{\varepsilon n}{2} - \frac{\varepsilon n}{6} - 48 \alpha n$. From the restrictions on $\alpha$ and $\varepsilon$, one can verify that for all settings of these parameters, we have $\alpha \leq \frac{\varepsilon}{3600}$, which implies that $d \geq \frac{24 \varepsilon n}{75}$. □

The smooth PCPP $V$, with proximity parameter $\frac{24 \varepsilon}{75}$, is run on $y'$ and the proof decoded by $T_k$. Let $B_1$ denote the (bad) event that the PCPP $V$ obtains an erased
bit as the answer to some query. Let $B_2$ denote the (bad) event that $V$ accepts. By Lemma 6.3.9, $V$ makes $\frac{\alpha \cdot 75}{24 \varepsilon}$ queries and each query of $V$ to the input part is made to each of the $n$ input indices with probability $\frac{1}{n}$. Hence $\Pr[B_1 | E, G_1, G_2]$, the probability that some input query is made to an erased point, is at most $\frac{\alpha \cdot 75}{24 \varepsilon} \cdot 48 \alpha$.

The probability that the $V$ accepts (even if there were no erased query answers) is $\Pr[B_2 | E, G_1, G_2]$ and is, by Definition 6.2.3, at most $1/3$. Thus, the probability that the smooth PCPP accepts, conditioned on $E$, $G_1$, and $G_2$, is by the union bound, at most $\frac{\alpha \cdot 75}{24 \varepsilon} \cdot 96 \alpha + \frac{1}{3} \leq \frac{1}{24} + \frac{1}{3}$, where the inequality follows from our setting of $\varepsilon$ and $\alpha$.

To bound the probability that the PCPP accepts in a single iteration of Steps 11-13, we now evaluate $\Pr[G_1]$ and $\Pr[G_2]$. Let the random variable $X$ denote the relative Hamming distance of $y'$ from $y^*$. Then, $E[X] = \sum_{i \in [s]} \frac{1}{s} \cdot \varepsilon_i = \varepsilon_{pl} \leq \frac{\varepsilon}{144}$. By Markov's inequality, $\Pr[G_1] = \Pr[X \geq \frac{\varepsilon}{6}] \leq \frac{E[X]}{(\varepsilon/6)} \leq 1/24$.

To bound $\Pr[G_2]$, let the random variable $Y$ denote the fraction of erasures in $y'$. We have that $E[Y] = \sum_{i \in [s]} \frac{\alpha}{s} = \alpha_{pl}$. Even if all the erasures were in the plain part, $\alpha_{pl} \leq \frac{\alpha N}{sn} \leq \alpha \cdot (1 + \frac{1}{m})$. Again, by an application of Markov’s inequality, we get $\Pr[G_2] = \Pr[Y > 48 \alpha] \leq \frac{\alpha \cdot 75}{48 \alpha} \leq \frac{1 + \frac{1}{m}}{48} \leq 1/24$.

Therefore, conditioned on $E$, the probability that the PCPP accepts in one iteration of Steps 11-13 is at most $\Pr[B_1 | E, G_1, G_2] + \Pr[B_2 | E, G_1, G_2] + \Pr[G_2] + \Pr[G_1] \leq \frac{1}{24} + \frac{1}{3} + \frac{1}{24} + \frac{1}{24} \leq \frac{2}{3}$. That is, conditioned on $E$, for a fixed $k \in [L]$, in $[6 \ln 6L]$ independent repetitions of Steps 11-13, the probability that the PCPP does not discard $k$ is at most $(1 - \frac{1}{3})^{[6 \ln 6L]} \leq \frac{1}{36 L^2}$. Hence, conditioned on $E$, the probability that for some $k \in [L]$, Steps 10-13 accepts is, by the union bound, at most $1/36 L$. Thus, if $x$ is in Case II, the probability that the tester accepts is at most $\frac{1}{36 L} + \Pr[E] \leq \frac{1}{36 L} + \frac{1}{30} \leq \frac{2}{5}$, where Claim 6.3.17 shows that $\Pr[E]$ is at most $1/30$, which then completes the proof of Lemma 6.3.14.
Claim 6.3.17. The probability that Algorithm 6.3 exceeds its query budget is at most 1/30.

Proof. We first compute the expected number of queries that the tester makes. The number of queries made in Steps 9-13 is at most $L \lceil 6 \ln 6L \cdot \frac{c_2 \cdot 75}{24c} \cdot q \rceil$, where $q$ and $L$ are the query complexity and list size of the approximate local list decoder, respectively.

We now calculate the expected number of queries made from Steps 3-7. Let $V$ denote the number of queries made in a particular iteration of Steps 3-7. The variable $V$ is nonzero only if the sampled point $u$ is nonerased. To calculate $E[V]$:

$$E[V] = \sum_{a \in [n]} \frac{|\mathcal{N}_a|}{sn} \cdot \frac{1}{1 - \alpha_a} = \sum_{a \in [n]} \frac{(1 - \alpha_a) s}{sn} \cdot \frac{1}{1 - \alpha_a} = 1.$$

Hence, the expected number of queries made by the tester in Steps 2-7 is $\lceil \frac{432}{\epsilon} \rceil$. Hence, setting $Q$ to $30 \cdot (\lceil \frac{432}{\epsilon} \rceil + L \lceil 6 \ln 6L \cdot \frac{c_2 \cdot 75}{24c} \cdot q \rceil)$, and applying Markov’s inequality, one can see that $\Pr[|E| \leq 1/30]$.

Next, we show that it is hard to tolerant test $\mathcal{P}''$. The proof of Lemma 6.3.18 is identical to the proof of Lemma 6.3.6 up to change in parameters.

Lemma 6.3.18. Let $\varepsilon^* \in (0, 1)$ be as in Lemma 6.2.2 and $c_2 > 1$ be as in Lemma 6.3.9. For every $\alpha \in \left(\frac{\varepsilon^*}{57600 \cdot c_2 + 24\varepsilon}, 1\right)$, and $\varepsilon' \in \left(\alpha, \frac{28800 \cdot c_2 \cdot \varepsilon^*}{28800 \cdot c_2 + 24\varepsilon^*}\right)$, every $(\alpha, \varepsilon')$-tolerant tester for $\mathcal{P}''$ requires $\Omega(N^{0.2})$ queries.

Proof. Let $\mathcal{R}$ be as in Lemma 6.2.2 and let $n \in \mathbb{N}$. We will prove the lemma by showing a reduction from $\varepsilon^*$-testing of $\mathcal{R}_{\phi_n}$. Let $N$ and $p(n)$ be as in Definition 6.3.13. Let $s$ denote $m \cdot 2f(\gamma, \beta) \cdot (p(n))^5 / n$.

Consider a string $y \in \{0, 1\}^n$ that we want to $\varepsilon^*$-test for $\mathcal{R}_{\phi_n}$. Let $x \in \{0, 1\}^N$ be the string where the first $sn$ bits of $x$ are $s$ repetitions of $y$ and the remaining bits are
all 0s. We refer to the substring $x[1 \ldots sn]$ as the plain part of $x$ and the substring $x[sn + 1 \ldots N]$ as the encoded part of $x$.

Assume that $A$ is an $(\alpha, \varepsilon')$-tolerant tester for $\mathcal{P}''$. We now describe an $\varepsilon^*$-tester $A'$ for $\mathcal{R}_{\phi_n}$ that has the same query complexity as $A$. Given oracle access to $y \in \{0, 1\}^n$, the tester $A'$ runs the tester $A$ on the string $x \in \{0, 1\}^N$ (as constructed from $y$ above) and accepts iff $A$ accepts. Observe that one can simulate a query to $x$ by making at most one query to $y$.

If $y \in \mathcal{R}_{\phi_n}$, then $x$ is $\alpha$-close to $\mathcal{P}''$. Observe that the encoded part of $x$ needs to be changed in at most $\frac{1}{2}$ fraction of its positions in order to make it the encoding of a string $\pi$, where $\pi$ is a proof that makes a smooth PCPP for testing $\mathcal{R}_{\phi_n}$ (as guaranteed by Lemma 6.3.9) accept. This follows from the fact that the encoded part of every string that satisfies the property contains an equal number of 0s and 1s. Thus, the fraction of bits in $x$ that needs to be changed in order to make it satisfy $\mathcal{P}''$ is at most $\frac{1}{2} \cdot \frac{N - sn}{N} = \frac{1}{2(m+1)} = \frac{\varepsilon^*}{57600c_2 + 2\varepsilon^*}$, which is less than $\alpha$. Therefore, by definition, $A'$ will accept $x$ with probability at least $\frac{2}{3}$.

Assume now that $y$ is $\varepsilon^*$-far from $\mathcal{R}_{\phi_n}$. Then $x$ needs to be changed in at least $\varepsilon^* \cdot sn$ positions to make it satisfy $\mathcal{P}''$. From this, one can observe that $x$ is $\varepsilon^* \cdot \frac{m}{m+1}$-far from $\mathcal{P}''$. Hence, for all $\varepsilon' < \varepsilon^* \cdot \frac{m}{m+1}$, we have that $A$ will reject $x$ with probability at least $2/3$, and therefore $A'$ will reject $y$ with probability at least $2/3$.

Thus, we have shown that the query complexity of $(\alpha, \varepsilon')$-tolerant testing $\mathcal{P}''$ is at least the query complexity of $\varepsilon^*$-testing $\mathcal{R}_{\phi_n}$. Hence, the query complexity of $(\alpha, \varepsilon')$-tolerant testing $\mathcal{P}''$ is $\Omega(n)$, which is equal to $\tilde{\Omega}(N^{0.2})$.

Proof of Theorem 6.1.3. From Theorem 6.3.7, we get the following constraints on $\varepsilon$ and $\alpha$:

$$\frac{\varepsilon^*}{57600c_2 + 2\varepsilon^*} < \alpha < \frac{\varepsilon^*}{57600c_2}; \quad \varepsilon > \frac{\varepsilon^*}{8}; \quad \varepsilon' = \alpha + \varepsilon < \frac{28800 \cdot c_2\varepsilon^*}{28800 \cdot c_2 + \varepsilon^*}.$$
For sufficiently small ε*, the upper bound on ε+α is strictly greater than ε*/2. So, it is enough to find ε < ε*/4 and α < ε*/4 that also satisfy the first two conditions. The existence of such ε and α is clear from the bounds imposed on them by the first two constraints.
Algorithm 6.3 Erasure-resilient tester for separating property $\mathcal{P}'$

**Input:** $\alpha, \varepsilon \in (0, 1), N = (m + 1) \cdot 2^f(\gamma, \beta) \cdot (p(n))^5$; oracle access to $x \in \{0, 1, \perp\}^N$

- Set $s \leftarrow m \cdot \frac{2^f(\gamma, \beta) \cdot (p(n))^5}{n}, q \leftarrow \frac{c_3 \log(1/\beta)}{(1-\gamma)^3}$, and $L \leftarrow \frac{c_4}{(1-\gamma)^2}$.
- Set the query budget $Q \leftarrow 30 \cdot \left(\left\lceil \frac{432}{\varepsilon} \right\rceil + L \left\lceil 6 \ln 6L \cdot \frac{2^{15}}{24} \right\rceil q\right)$.

1. **Accept** whenever the number of queries exceeds $Q$.

- Steps 2-7 check that the plain part of $x$ is the repetition of a string $y \in \{0, 1\}^n$.

2: **repeat** $\left\lceil \frac{432}{\varepsilon} \right\rceil$ times:
3: Sample a uniformly random point $u$ from the plain part.
4: If $x[u] \neq \perp$ then
5: Let $i \in [s], a \in [n]$ be such that $u = (i - 1) \cdot n + a$.
6: Repeatedly sample $j \in [s]$ uniformly at random until $x[(j - 1)n + a] \neq \perp$.
7: **Reject** if $x[u] \neq x[(j - 1)n + a]$.

- In order to query the $i$-th bit of the encoding, we query the $i$-th bits of both the first and second halves of the encoded part. We set the $i$-th bit of the encoding to the $i$-th bit of the first half if that is nonerased, and to the complement of the $i$-th bit of second half if that is nonerased. If both are erased, we set the $i$-th bit of the encoding to $\perp$.

8: **Run** the decoder for the $(\gamma, \beta, q, L)$-ALLED code (from Lemma 6.3.12) with oracle access to the encoded part of $x$.
- Let $A_1, A_2, \ldots, A_L$ be the list of algorithms returned in the above step.
- Steps 9-14 check that $y \in \mathcal{R}_{\phi_n}$ using the smooth PCPP $V$ (from Lemma 6.3.9) on decoded proofs.
9: for each $k \in [L]$ do
10: **repeat** $\left\lceil 6 \ln 6L \right\rceil$ times:
11: Sample $i \in [s]$ uniformly at random.
12: Run the smooth PCPP $V$ with proximity parameter $\frac{24}{75}$, and oracle access to the concatenation of $x[(i - 1) \cdot n + 1, \ldots, (i - 1) \cdot n + n]$ and the string decoded by $T_k$.
13: **Discard** the current $k$ if all query answers to $V$ are nonerased and $V$ rejects.
14: **Reject** if every $k \in [L]$ is discarded; otherwise, **accept**.


CHAPTER 7
Average Sensitivity of Graph Algorithms

In this chapter, we define the notion of average sensitivity and provide algorithms with low average sensitivity for several graph problems.

7.1 AVERAGE SENSITIVITY: OUR DEFINITION

We assume that the \( n \)-node input graph \( G' \) at hand is a randomly chosen (large) subgraph of an unknown true graph \( G \). Intuitively, a deterministic algorithm \( A \) is stable-on-average when the Hamming distance \( d_{\text{Ham}}(A(G), A(G')) \) is small, where \( A(G) \) and \( A(G') \) are outputs of \( A \) on \( G \) and \( G' \), respectively. Here, outputs are typically vertex sets or edges sets and we assume that they are represented appropriately using binary strings.

More specifically, for an integer \( k \geq 1 \), we say that the \( k \)-average sensitivity of a deterministic algorithm \( A \) is

\[
\mathbb{E}_{\{e_1, \ldots, e_k\} \sim \binom{E}{k}} \left[ d_{\text{Ham}}(A(G), A(G - \{e_1, \ldots, e_k\})) \right] \tag{7.1}
\]

for every graph \( G = (V, E) \), where \( G - F \) for an edge set \( F \) is the subgraph obtained from \( G \) by removing \( F \), and \( e_1, \ldots, e_k \) are sampled from \( E \) uniformly at random without replacement. When \( k = 1 \), we call the \( k \)-average sensitivity simply the average sensitivity. We say that algorithms with low \( k \)-average sensitivity are \( k \)-stable-on-average. Although we focus on graphs here, our definition can also be extended to the study of combinatorial objects other than graphs such as strings and constraint satisfaction problems.

An algorithm that outputs the same solution regardless of the input has the least
possible average sensitivity, though it is definitely useless. The key question in our study of average sensitivity, therefore, is to understand the trade-off between the solution quality and the average sensitivity for various problems.

**Example 7.1.1.** Consider the algorithm that, given a graph $G = (V, E)$ on $n$ vertices, outputs the set of vertices of degree at least $n/2$. As removing an edge changes the degree of exactly two vertices, the sensitivity of this algorithm is at most 2.

**Example 7.1.2.** Consider the $s$-$t$ shortest path problem, where given a graph $G=(V,E)$ and two vertices $s, t \in V$, we are to output the set of edges in a shortest path from $s$ to $t$. Since the length of a shortest path is always bounded by $n$, where $n$ is the number of vertices, every deterministic algorithm has average sensitivity $O(n)$. Indeed, there exists a graph for which this trivial upper bound is tight. Think of a cycle of even length $n$ and two vertices $s, t$ in diametrically opposite positions. Consider an arbitrary deterministic algorithm $A$, and assume that it outputs a path $P$ (of length $n/2$) among the two shortest paths from $s$ to $t$. With probability half, an edge in $P$ is removed, and $A$ must output the other path $Q$ (of length $n/2$) from $s$ to $t$. Hence, the average sensitivity must be $1/2 \cdot n/2 = \Omega(n)$. In this sense, there is no deterministic algorithm with nontrivial average sensitivity for the $s$-$t$ shortest path problem.

We also generalize our definition of average sensitivity to apply to randomized algorithms. Let $A(G)$ denote the output distribution of $A$ on $G$. Let $d_{\text{EM}}(A(G), A(G'))$ denote the earth mover’s distance between $A(G)$ and $A(G')$, where the distance between two outputs is measured by the Hamming distance. Then, for an integer $k \geq 1$, we say that the $k$-average sensitivity of a randomized algorithm $A$ is

$$
\mathbb{E}_{\{e_1, \ldots, e_k\} \sim \binom{E}{k}}[d_{\text{EM}}(A(G), A(G - \{e_1, \ldots, e_k\}))],
$$

(7.2)

where $e_1, \ldots, e_k$ are sampled from $E$ uniformly at random without replacement. Note
that when the algorithm $A$ is deterministic, (7.2) matches the definition of the average sensitivity for deterministic algorithms.

**Remark 7.1.3.** The $k$-average sensitivity of an algorithm $A$ with respect to the total variation distance can be defined as $\mathbb{E}_{\{e_1, \ldots, e_k\}\sim\binom{E}{k}}[d_{TV}(A(G), A(G - \{e_1, \ldots, e_k\}))]$, where $d_{TV}(\cdot, \cdot)$ denotes the total variation distance. It is easy to observe that, if the $k$-average sensitivity of an algorithm with respect to the total variation distance is at most $\gamma(G)$, then its $k$-average sensitivity is bounded by $H \cdot \gamma(G)$, where the $H$ is the maximum Hamming weight of a solution output by $A$ on $G$.

**Example 7.1.4.** Randomness does not help improve the average sensitivity of algorithms for the $s$-$t$ shortest path problem. Think of the cycle graph given in Example 7.1.2, and suppose that a randomized algorithm $A$ outputs $P$ and $Q$ with probability $p$ and $q = 1 - p$, respectively. Then, the average sensitivity is $p \cdot 1/2 \cdot (n/2) + q \cdot 1/2 \cdot (n/2) = \Omega(n)$.

### 7.2 PROPERTIES OF AVERAGE SENSITIVITY AND OUR RESULTS

In this section, we discuss various nice properties of our definition of average sensitivity and state our bounds on average sensitivity of algorithms for several graph problems.

**Basic Properties of Average Sensitivity.** The definition of average sensitivity has many nice properties. Here we discuss some useful properties of average sensitivity that we use as building blocks in the design of our stable-on-average algorithms. We denote by $G$ the (infinite) set consisting of all graphs. Given a graph $G = (V, E)$ and an edge $e \in E$, we use $G^{-e}$ as a shorthand for $G - \{e\}$.
Bounds on $k$-average sensitivity from bounds on average sensitivity.

This is one of the most important properties of our definition of average sensitivity. It essentially says that bounding the average sensitivity of an algorithm with respect to the removal of a single edge automatically gives a bound on the average sensitivity of that algorithm with respect to the removal of multiple edges. In other words, it is enough to analyze the average sensitivity of an algorithm with respect to the removal of a single edge.

**Theorem 7.2.1.** Let $A$ be an algorithm for a graph problem with the average sensitivity given by $f(n, m)$. Then, for any integer $k \geq 1$, the algorithm $A$ has $k$-average sensitivity at most $\sum_{i=1}^{k} f(n, m - i + 1)$.

In particular, if the average sensitivity is a nondecreasing function of the number of edges, the above theorem immediately implies that the $k$-average sensitivity is at most $k$ times the average sensitivity.

**Sequential composition.** It will be useful if we can obtain a stable-on-average algorithm by sequentially applying several stable-on-average subroutines. We show two different sequential composition theorems for average sensitivity.

**Theorem 7.2.2** (Sequential composition). Consider two randomized algorithms $A_1 : \mathcal{G} \to S_1, A_2 : \mathcal{G} \times S_1 \to S_2$. Suppose that the average sensitivity of $A_1$ with respect to the total variation distance is $\gamma_1$ and the average sensitivity of $A_2(\cdot, S_1)$ is $\beta_2^{(S_1)}$ for any $S_1 \in S_1$. Let $A : \mathcal{G} \to S_2$ be a randomized algorithm obtained by composing $A_1$ and $A_2$, that is, $A(G) = A_2(G, A_1(G))$. Then, the average sensitivity of $A$ is $H \cdot \gamma_1(G) + \mathbb{E}_{S_1 \sim \mathcal{A}_1(G)} \left[ \beta_2^{(S_1)}(G) \right]$, where $H$ denotes the maximum Hamming weight among those of solutions obtained by running $A$ on $G$ and $G^{-e}$ over all $e \in E$.

Our second composition theorem is for the average sensitivity with respect to the
total variation distance. This is also useful for analyzing the average sensitivity with respect to the earth mover’s distance, as it can be bounded by the average sensitivity with respect to the total variation distance times the maximum Hamming weight of a solution, as in Remark 7.1.3.

**Theorem 7.2.3** (Sequential composition w.r.t. the TV distance). Consider $k$ randomized algorithms $A_i : \mathcal{G} \times \prod_{j=1}^{i-1} S_j \to S_i$ for $i \in [k]$. Suppose that, for each $i \in [k]$, the average sensitivity of $A_i(\cdot, S_1, \ldots, S_{i-1})$ is $\gamma_i$ with respect to the total variation distance for every $S_1 \in S_1, \ldots, S_{i-1} \in S_{i-1}$. Consider a sequence of computations $S_1 = A_1(G), S_2 = A_2(G, S_1), \ldots, S_k = A_k(G, S_1, \ldots, S_{k-1})$. Let $\mathcal{A} : \mathcal{G} \to S_k$ be a randomized algorithm that performs this sequence of computations on input $G$ and outputs $S_k$. Then, the average sensitivity of $\mathcal{A}$ with respect to the total variation distance is at most $\sum_{i=1}^{k} \gamma_i(G)$.

**Parallel composition.** It is often the case that there are multiple algorithms that solve the same problem albeit with different average sensitivity guarantees. Such stable-on-average algorithms can be composed by running them according to a distribution determined by the input graph. The advantage of such a composition, which we call a parallel composition, is that the average sensitivity of the resulting algorithm might be better than that of the component algorithms.

**Theorem 7.2.4** (Parallel composition). Let $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_k$ be algorithms for a graph problem with average sensitivity $\beta_1, \beta_2, \ldots, \beta_k$, respectively. Let $\mathcal{A}$ be an algorithm that, given a graph $G$, runs $\mathcal{A}_i$ with probability $\rho_i(G)$ for $i \in [k]$, where $\sum_{i \in [k]} \rho_i(G) = 1$. Let $\mathcal{H}$ denote the maximum Hamming weight among the solutions obtained by running $\mathcal{A}$ on $G$ and $\{G^e\}_{e \in E}$. Then the average sensitivity of $\mathcal{A}$ is at most $\sum_{i \in [k]} \rho_i(G) \cdot \beta_i(G) + \mathcal{H} \cdot \mathbb{E}_{e \sim E} \left[ \sum_{i \in [k]} |\rho_i(G) - \rho_i(G^e)| \right]$. 
We use Theorem 7.2.4 extensively to combine algorithms with different average sensitivity.

**Connection to Local Algorithms.** We show a relationship between the average sensitivity of an algorithm and the query complexity of a local algorithm that simulates oracle access to the solution output by the former algorithm. Roughly speaking, we show, in Theorem 7.2.5, that the average sensitivity of an algorithm $A$ is bounded by the query complexity of another algorithm $O$, where $O$ makes queries to a graph $G$ and simulates oracle access to the solution produced by $A$ on input $G$. We use Theorem 7.2.5 to prove the existence of stable-on-average matching algorithms based on the sublinear-time matching algorithms due to Yoshida et al. (2012).

**Theorem 7.2.5** (Locality implies low average sensitivity). Consider a randomized algorithm $A : G \rightarrow S$ for a graph problem, where each solution output by $A$ is a subset of the set of edges of the input graph. Assume that there exists an oracle $O$ satisfying the following:

- when given access to a graph $G = (V, E)$ and query $e \in E$, the oracle generates a random string $\pi \in \{0, 1\}^{r(|V|)}$ and outputs whether $e$ is contained in the solution obtained by running $A$ on $G$ with $\pi$ as its random string,

- the oracle $O$ makes at most $q(G)$ queries to $G$ in expectation, where this expectation is taken over the random coins of $A$ and a uniformly random query $e \in E$.

Then, $A$ has average sensitivity at most $q(G)$.

Moreover, given the promise that the input graphs satisfy $|E| \geq |V|$, the statement applies also to algorithms for which each solution is a subset of the vertex set of the input graph.
Theorem 7.2.5 cements the intuition that strong locality guarantees for solutions output by an algorithm imply that the removal of edges from a graph affects only the presence of a few edges in the solution, which in turn implies low average sensitivity. Due to its applicability in bounding the average sensitivity of algorithms, we think that Theorem 7.2.5 could lead to further research in the design of local algorithms for various graph problems.

**Stable-on-average Algorithms for Concrete Problems.** We summarize, in Table 7.1, the average sensitivity bounds that we obtain for various concrete problems. All our algorithms run in polynomial time, and the bounds on \( k \)-average sensitivity of these algorithms can be easily derived using Theorem 7.2.1. To help interpret our bounds on average sensitivity, we mention that for maximization problems whose optimal values are sufficiently Lipschitz with respect to edge removals, \( O(\text{OPT}) \) is a trivial upper bound for the average sensitivity. However, this is not the case, in general, for minimization problems.

For the minimum spanning forest problem, we show that Kruskal's algorithm (Kruskal (1956)) achieves average sensitivity \( O(n/m) \), which is quite small regarding that the spanning forest can have \( \Omega(n) \) edges. In contrast, it is not hard to show that the average sensitivity of many of the known polynomial-time (approximation) algorithms for the other problems listed in Table 7.1 are all \( \Omega(n) \).

For the global minimum cut problem, our algorithm outputs a cut as a vertex set. As the approximation ratio of our algorithm is constant, it is likely to output a cut of size close to \( \text{OPT} \), and hence we want to make its average sensitivity smaller than \( \text{OPT} \). We observe that the average sensitivity becomes smaller than \( \text{OPT} \) when \( \text{OPT} = \Omega(t \log \log t / \log t) \) for \( t = \log(n)/\varepsilon \), and it quickly decreases as \( \text{OPT} \) increases.

For the maximum matching problem, the average sensitivity is \( \Omega(n) \) if we want to
output the exact maximum matching. We propose two stable-on-average approximation algorithms for maximum matching. Our first algorithm has approximation ratio $1/2 - o(1)$ and average sensitivity $\tilde{O}(\OPT^{3/4})$. The second one has approximation ratio $1 - \varepsilon$ and average sensitivity $\tilde{O}\left(\frac{\OPT}{\varepsilon^3}\right)^{1/(1+\Omega(\varepsilon^2))}$ for every constant $\varepsilon \in (0, 1)$, which shows that we do not have to sacrifice the approximation ratio a lot to obtain a nontrivial average sensitivity.

For the minimum vertex cover problem, we propose two algorithms. The first algorithm has approximation ratio $2 + o(1)$, which is close to the best we can hope for as obtaining $(2 - \varepsilon)$-approximation is NP-Hard assuming the Unique Games conjecture (Khot & Regev (2003)). Moreover, the average sensitivity of $\tilde{O}(\OPT^{3/4})$ is much smaller than the trivial $O(\OPT)$. The second algorithm has a worse approximation ratio but can achieve a better average sensitivity in some regimes. For example, when $\OPT = \Omega(n)$, $m = \Theta(n)$ and $\varepsilon = 1/2$, the average sensitivity of the first algorithm is
\( \Omega(n^{3/4}) \) whereas that of the second algorithm is \( O(n^{1/2}) \).

In the 2-coloring problem, given a bipartite graph, we are to output one part in the bipartition. For this problem, we show a lower bound of \( \Omega(n) \) for the average sensitivity: that is, there is no algorithm with nontrivial average sensitivity.

### 7.3 DISCUSSIONS ON AVERAGE SENSITIVITY

**Output representation.** The notion of average sensitivity is dependent on the output representation. For example, we can double the average sensitivity by duplicating the output. A natural idea for alleviating this issue is to normalize the average sensitivity by the maximum Hamming weight \( H \) of a solution. However, for minimization problems where the optimal value \( \text{OPT} \) could be much smaller than \( H \), such a normalization can diminish subtle differences in average sensitivity, e.g., \( O(\text{OPT}^{1/2}) \) vs \( O(\text{OPT}) \). It is an interesting open question whether there is a canonical way to normalize average sensitivity so that the resulting quantity is independent of the output representation.

**Sensitivity against adversarial edge removals.** It is also natural to take the maximum, instead of the average, over edges in definitions (7.1) and (7.2), which can be seen as sensitivity against adversarial edge removals. Indeed a similar notion has been proposed to study algorithms for geometric problems (Meulemans et al. (2018)). However, in the case of graph algorithms, it is hard to guarantee that the output of an algorithm does not change much after removing an arbitrary edge. Moreover, by a standard averaging argument, one can say that for 99% of arbitrary edge removals, the sensitivity of an algorithm is asymptotically equal to the average sensitivity, which is sufficient in most cases.
Average sensitivity w.r.t. edge additions. As another variant of average sensitivity, it is natural to consider incorporating edge additions in definitions (7.1) and (7.2). In contrast to removing edges, it is not always clear how we should add edges to the graph in definitions (7.1) and (7.2). A naive idea is sampling $k$ pairs of vertices uniformly at random and adding edges between them. This procedure makes the graph close to a graph sampled from the Erdős-Rényi model (Erdős & Rényi (1959)), which does not represent real networks such as social networks and road networks well. To avoid this subtle issue, here, we focus on removing edges.

Alternative notion of average sensitivity for randomized algorithms. Consider a randomized algorithm $A$ that, given a graph $G$ on $n$ vertices, generates a random string $\pi \in \{0, 1\}^{r(n)}$ for some function $r : \mathbb{N} \to \mathbb{N}$, and then runs a deterministic algorithm $A_\pi$ on $G$, where the algorithm $A_\pi$ has $\pi$ hardwired into it. Assume that $A_\pi$ can be applied to any graph. It is also natural to define the average sensitivity of $A$ as

$$
\mathbb{E}_{e \sim \mathcal{E}} \left[ \mathbb{E}_{\pi} \left[ d_{\text{Ham}}(A_\pi(G), A_\pi(G^{-e})) \right] \right].
$$

(7.3)

In other words, we measure the expected distance between the outputs of $A$ on $G$ and $G^{-e}$ when we feed the same string $\pi$ to $A$, over the choice of $\pi$ and edge $e$. Note that (7.3) upper bounds (7.2) because, in the definition of the earth mover’s distance, we optimally transport probability mass from $A(G)$ to $A(G^{-e})$ whereas, in (7.3), how the probability mass is transported is not necessarily optimal.

We can actually bound (7.3) for some of our algorithms. In this chapter, however, we focus on the definition (7.2) because the assumption that $A_\pi$ can be applied to any graph does not hold in general, and bounding (7.3) is unnecessarily tedious and
Average sensitivity of network centralities.  (Network) centrality is a collective name for indicators that measure importance of vertices or edges in a network. Notable examples are closeness centrality (Bavelas (1950); Beauchamp (1965); Sabidussi (1966)), harmonic centrality (Marchiori & Latora (2000)), betweenness centrality (Freeman (1977)), and PageRank (Page et al. (1999)). To compare these centralities qualitatively, Murai & Yoshida (2019) recently introduced the notion of average-case sensitivity for centralities. Fix a vertex centrality measure \( c \); let \( c_G(v) \) denote the centrality of a vertex \( v \in V \) in a graph \( G = (V, E) \). Then, the average-case sensitivity of \( c \) on \( G \) is defined as

\[
S_c(G) = \mathbb{E}_e \mathbb{E}_v \frac{|c_{G-e}(v) - c_G(v)|}{c_G(v)},
\]

where \( e \) and \( v \) are sampled uniformly at random. Murai & Yoshida (2019) showed various upper and lower bounds for centralities.

Since a centrality measure assigns real values to vertices, they studied the relative change of the centrality values upon removal of random edges. As our focus in this chapter is on graph algorithms, our notion (7.2) measures the Hamming distance between solutions when one removes random edges.

Differential privacy.  Differential privacy (Dwork et al. (2006)) is a notion closely related to average sensitivity. Assuming the existence of a neighbor relation over inputs, the definition of differential privacy requires that the distributions of outputs on neighboring inputs are similar. The variant of differential privacy closest to
our definition of average sensitivity is edge differential privacy introduced by Nissim et al. (2007) and further studied by Hay et al. (2009); Gupta et al. (2010); Karwa & Slavkovic (2012); Kasiviswanathan et al. (2013); Karwa et al. (2014); Raskhodnikova & Smith (2016). Here, the neighbors of a graph $G = (V, E)$ are defined to be $\{G^{-e}\}_{e \in E}$. For $\varepsilon > 0$, an algorithm is $\varepsilon$-differentially private if for all $e \in E$,

$$\exp(-\varepsilon) \cdot \Pr[\mathcal{A}(G^{-e}) \in \mathcal{S}] \leq \Pr[\mathcal{A}(G) \in \mathcal{S}] \leq \exp(\varepsilon) \cdot \Pr[\mathcal{A}(G^{-e}) \in \mathcal{S}] \quad (7.4)$$

for any set of solutions $\mathcal{S}$.

Differential privacy has stricter requirements than average sensitivity. For example, an algorithm that outputs a vertex cover of the input graph of size smaller than $n - 1$ is not differentially private. This is because the output reveals that there is no edge between two vertices that are not part of the vertex cover. It follows that we can only output a vertex cover of size at least $n - 1$. To avoid this issue, Gupta et al. (2010) considered outputting an implicit representation of a vertex cover.

Moreover, since differential privacy guarantees that the probabilities of outputting a specific solution on $G$ and $G^{-e}$ are close to each other, the total variation distance between the two distributions $\mathcal{A}(G)$ and $\mathcal{A}(G^{-e})$ must be small. Since the earth mover’s distance between two output distributions can be small even if the total variation distance between them is large, even if an algorithm does not satisfy the conditions of differential privacy, it could still have small average sensitivity. Despite these differences, our algorithms for the global minimum cut problem and the vertex cover problem are inspired by differentially private algorithms for the same problems (Gupta et al. (2010)).
**Generalization and stability of learning algorithms.** A similar notion of stability has been defined for learning algorithms and its connection to the generalization error has been explored.

Generalization (Shalev-Shwartz & Ben-David (2009)) is a fundamental concept in statistical learning theory. Given samples $z_1, \ldots, z_n$ from an unknown true distribution $D$ over a dataset, the goal of a learning algorithm $L$ is to output a parameter $\theta$ that minimizes expected loss $\mathbb{E}_{z \sim D}[\ell(z; \theta)]$, where $\ell(z; \theta)$ is the loss incurred by a sample $z$ with respect to a parameter $\theta$. As the true distribution $D$ is unknown, a frequently used approach in learning is to compute a parameter $\theta$ that minimizes the empirical loss $\frac{1}{n} \cdot \sum_{i=1}^{n} \ell(z_i; \theta)$, which is an unbiased estimator of the expected loss and is purely a function of the available samples. The *generalization error* of a learner $L$ is a measure of how close the empirical loss is to the expected loss as a function of the sample size $n$.

One technique to reduce the generalization error is to add a *regularization* term to the loss function being minimized (Bousquet & Elisseeff (2002)). This also ensures that the learned parameter $\theta$ does not change much with respect to minor changes in the samples being used for learning. Therefore, in a sense, learning algorithms that use regularization can be considered as being stable according to our definition of sensitivity.

Bousquet & Elisseeff (2002) defined a notion of stability for learning algorithms in relation to reducing the generalization error. Their stability notion requires that the empirical loss of the learning algorithm does not change much by removing or replacing *any* sample in the input data. In contrast, in our definition of average sensitivity, we consider removing *random* edges from a graph, and measure the change in the output solution rather than that in the objective value.
7.5 OVERVIEW OF OUR TECHNIQUES

**Minimum spanning forest.** For the minimum spanning forest problem, we show that the classical Kruskal’s algorithm has low average sensitivity; specifically, at most 1. Interestingly, Kruskal’s algorithm is deterministic and yet has low average sensitivity. In contrast, we show that Prim’s algorithm has average sensitivity $\Omega(m)$ for a natural (and deterministic) rule of breaking ties among edges.

**Global minimum cut.** For the global minimum cut problem, our algorithm is inspired by a differentially private algorithm by Gupta et al. (2010). Our algorithm, given a parameter $\varepsilon > 0$ and a graph $G$ as input, first enumerates a list of cuts whose sizes are at most $(2 + \varepsilon) \cdot \text{OPT}$; this enumeration can be done in polynomial time as shown by Karger (Karger (1993)). It then outputs a cut from the list with probability exponentially small in the product of the size of the cut and $O(1/(\varepsilon \cdot \text{OPT}))$. The main argument in analyzing the average sensitivity of the algorithm is that the aforementioned distribution is close (in earth mover’s distance) to a related Gibbs distribution on the set of all cuts in the graph. Therefore, the average sensitivity of the algorithm is of the same order as the average sensitivity of sampling a cut from such a Gibbs distribution doing which requires exponential time. We finally show that the average sensitivity of sampling a cut from this Gibbs distribution is at most $n^{O(1/(\varepsilon \cdot \text{OPT})))}$.

**Maximum matching.** There are several components to the design and analysis of our stable-on-average $(\frac{1}{2} - \varepsilon)$-approximation algorithm for the maximum matching problem. Our starting point is the observation (Theorem 7.2.5) that the ability to locally simulate access to the solution of an algorithm $\mathcal{A}$ implies that $\mathcal{A}$ is stable-
on-average. We use this to bound the average sensitivity of a randomized greedy $\frac{1}{2}$-approximation algorithm $\mathcal{A}$ for the maximum matching problem. Specifically, $\mathcal{A}$ constructs a maximal matching by iterating over edges in the input graph $G = (V, E)$ according to a uniformly random ordering and adding an edge to the current matching if the addition does not violate the matching property. Yoshida et al. (2012) constructed a local algorithm that, given a uniformly random edge $e \in E$ as input, makes $O(\Delta)$ queries to $G$ in expectation and answers whether $e$ is in the matching output by $\mathcal{A}$ on $G$, where the expectation is over the choice of input $e$ and the randomness in $\mathcal{A}$, and $\Delta$ is the maximum degree of $G$. Combined with Theorem 7.2.5, this implies that the average sensitivity of $\mathcal{A}$ is $O(\Delta)$.

Next, we transform $\mathcal{A}$ to also work for graphs of unbounded degree as follows. The idea is to remove vertices of degree at least $m \cdot \frac{m}{\varepsilon \cdot \text{OPT}}$ from the graph and run $\mathcal{A}$ on the resulting graph. This transformation affects the approximation guarantee only by an additive $\varepsilon \cdot \text{OPT}$ term as the number of such high degree vertices is small. However, this thresholding procedure could in itself have high average sensitivity, since the thresholds of $G$ and $G^{-e}$ are different for any $e \in E$.

We circumvent this issue by using a Laplace random variable $L$ as the threshold, where the distribution of $L$ is tightly concentrated around $\frac{m}{\varepsilon \cdot \text{OPT}}$. We use our sequential composition theorem (Theorem 7.2.2) in order to analyze the average sensitivity of the resulting procedure, where we consider the instantiation of the Laplace random threshold as the first algorithm and the remaining steps in the procedure as the second algorithm. The first term in the expression given by Theorem 7.2.2 turns out to be a negligible quantity and is easy to bound. The main task in bounding the second term is to bound, for all $x \in \mathbb{R}$, the average sensitivity of a procedure $\mathcal{A}_x$ that, on input graph $G$, removes all vertices of degree at least $x$ from $G$ and runs the randomized
greedy maximal matching algorithm. The heart of the argument in bounding this average sensitivity is that given a local algorithm $O$ with query complexity $q(\Delta)$ that simulates oracle access to the solutions output by an algorithm $A$, we can, for all $x \in \mathbb{R}$, construct a local algorithm $O_x$ for the algorithm $A_x$. Moreover, the query complexity of $O_x$, which also bounds the average sensitivity of $A_x$ by Theorem 7.2.5, is at most $O(x^2q(x))$. This implies that the second term in the expression given by Theorem 7.2.2, is $\mathbb{E}_L [O(L^2q(L))] = O((\frac{m}{\alpha OPT})^3)$.

An issue with the aforementioned matching algorithm is that its average sensitivity is poor for graphs with small values of $OPT$. However, we observe that the algorithm that simply outputs the lexicographically smallest maximum matching does not have this issue. Its average sensitivity is $O(OPT^2/m)$, since the output matching stays the same unless an edge in the matching is removed. We obtain our final stable-on-average $(\frac{1}{2} - \varepsilon)$-approximation algorithm for the maximum matching problem by running these two algorithms according to a probability distribution determined by the input graph. By our parallel composition theorem, the sensitivity of the resultant algorithm is $O\left((\frac{OPT}{\varepsilon})^{3/4}\right)$.

The design and analysis of our stable-on-average $(1 - \varepsilon)$-approximation algorithm for the maximum matching problem uses similar ideas as above. The only difference is that we replace the randomized greedy maximal matching algorithm above with a $(1 - \varepsilon)$-approximation algorithm that repeatedly improves a matching using greedily chosen augmenting paths.

**Minimum vertex cover.** We describe two stable-on-average algorithms for the minimum vertex cover problem. Our $(2 + \varepsilon)$-approximation algorithm is based on a reduction from the stable-on-average $(\frac{1}{2} - \varepsilon)$-approximation algorithm for the maximum matching problem. In particular, it runs the stable-on-average matching al-
Algorithm and outputs a union of the set of vertices removed (by thresholding) and
the set of endpoints of the matching computed. For the approximation guarantee,
we argue that, with high probability, the cardinality of the set of removed vertices
is $O(\varepsilon\text{OPT})$. The main task in showing that the algorithm is stable-on-average is to
bound the average sensitivity of outputting the set of removed vertices. In case the
same value of threshold is used for $G$ and $G - e$, the cardinality of the symmetric
difference between the sets of removed vertices is at most 2. Equipped with this
observation and the ideas used in bounding the average sensitivity of our matching
algorithms, we bound the average sensitivity of returning the set of removed vertices.

Our second algorithm for the minimum vertex cover problem is based on a differ-
entially private vertex cover approximation algorithm by Gupta et al. (2010). Specif-
ically, we output a permutation of the vertices and for each edge, its first endpoint in
the permutation is in the vertex cover. If we generate our permutation by repeatedly
sampling vertices according to their yet uncovered degree, we get a 2-approximation
algorithm for vertex cover (Pitt (1985)). If we instead output a uniformly random
permutation of vertices, we get an algorithm with good average sensitivity but poor
approximation guarantee. Our algorithm finds a middle ground between these ap-
proaches, by selecting vertices with probability proportional to their uncovered
degrees in the beginning and progressively skewing towards the uniform distribution.

2-coloring. To show our $\Omega(n)$ lower bound on average sensitivity for 2-coloring,
consider the set of all paths on $n$ vertices and the set of all graphs obtained by
removing exactly one edge from these paths (called 2-part-paths). A path has exactly
two ways of being 2-colored and a 2-part-path has four ways of being 2-colored. A path
and 2-part-path are neighbors if the latter is obtained from the former by removing
an edge. A 2-part-path has at most four neighbors. The output distribution of any
2-coloring algorithm \( \mathcal{A} \) on a 2-part-path can be close (in earth mover’s distance) only to those of at most 2 of its neighboring paths. If \( \mathcal{A} \), however, has low average sensitivity, the output distributions of \( \mathcal{A} \) have to be close on a large fraction of pairs of neighboring graphs, which gives a contradiction.

**Notation**

Let \( G = (V, E) \) be a graph. Given a graph \( G = (V, E) \), for an edge \( e \in E \), we denote by \( G^{-e} \) the graph obtained by removing \( e \) from \( G \). Similarly, for an edge set \( F \subseteq E \), we denote by \( G - F \) the graph obtained by removing every edge in \( F \) from \( G \). For an edge set \( F \subseteq E \), let \( V(F) \) denote the set of vertices incident to an edge in \( F \). For a vertex set \( S \), let \( G[S] \) be the subgraph of \( G \) induced by \( S \). We often use the symbol \( \Delta \) to denote the maximum degree of a vertex in the input graph. We use \( \text{OPT}(G) \) to denote the optimal value of a graph \( G \) in the graph problem we are concerned with. We simply write \( \text{OPT} \) when \( G \) is clear from the context. We denote by \( \mathcal{G} \) the (infinite) set consisting of all graphs. Given a universe \( U \) and two sets \( A, B \subseteq U \), the notation \( d_{\text{Ham}}(A, B) \) denotes the Hamming distance between the indicator vectors of \( A \) and \( B \) (with respect to \( U \)).

### 7.6 MINIMUM SPANNING FOREST

To get intuition about average sensitivity of algorithms, we start with the minimum spanning forest problem. In this problem, we are given a weighted graph \( G = (V, E, w) \), where \( w : E \to \mathbb{R} \) is a weight function on edges, and we want to find a forest of the minimum total weight including all the vertices.

Recall that Kruskal’s algorithm (Kruskal (1956)) works as follows: Iterate over edges in the order of increasing weights, where we break ties arbitrarily. At each
iteration, add the current edge to the solution if it does not form a cycle with the edges already added. The following theorem states that this simple and deterministic algorithm is stable-on-average.

**Theorem 7.6.1.** The average sensitivity of Kruskal’s algorithm is \(O(n/m)\).

**Proof.** Let \(G = (V, E)\) be the input graph and \(T\) be the spanning forest obtained by running Kruskal’s algorithm on \(G\). We consider how the output changes when we remove an edge \(e \in E\) from \(G\).

If the edge \(e\) does not belong to \(T\), clearly the output of Kruskal’s algorithm on \(G - e\) is also \(T\).

Suppose that the edge \(e\) belongs to \(T\). Let \(T_1\) and \(T_2\) be the two trees rooted at the endpoints of \(e\) obtained by removing \(e\) from \(T\). If \(G - e\) is not connected, that is, \(e\) is a bridge in \(G\), then Kruskal’s algorithm outputs \(T_1 \cup T_2\) on \(G - e\). If \(G - e\) is connected, then let \(e'\) be the first edge considered by Kruskal’s algorithm among all the edges connecting \(G[V(T_1)]\) and \(G[V(T_2)]\), where \(V(T_i)\) is the vertex set of \(T_i\) for \(i \in [2]\). Then, Kruskal’s algorithm outputs \(T_1 \cup T_2 \cup \{e'\}\) on \(G - e\). It follows that the Hamming distance between \(T\) and the output of the algorithm on \(G - e\) is at most 2.

Therefore, the average sensitivity of Kruskal’s algorithm is at most

\[
\frac{m - |T|}{m} \cdot 0 + \frac{|T|}{m} \cdot 2 = O\left(\frac{n}{m}\right).
\]

We now show that Prim’s algorithm (with a simple tie-breaking rule, as described in Algorithm 7.1) has high average sensitivity even on unweighted graphs. This is in contrast to the low average sensitivity of Kruskal’s algorithm that we discussed earlier.

**Lemma 7.6.2.** The average sensitivity of Prim’s algorithm is \(\Omega(m)\).
**Algorithm 7.1** Prim’s Algorithm

**Input:** undirected graph \( G = ([n], E) \)

1. Let \( T \leftarrow \{1\} \).
2. **while** there exists a vertex not spanned by \( T \) **do**
3. \hspace{1em} Let \( E' \) be the set of edges with the smallest weight among all the edges in \( E \) that have exactly one endpoint in \( T \).
4. \hspace{1em} Add to \( T \), an edge from \( E' \) that has lexicographically smallest \( T \)-endpoint among all edges in \( E' \), breaking further ties arbitrarily.
5. **return** Output \( T \).
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**Proof.** Consider the graph family \( \{G_n\}_{n \in 2N} \) in Figure 7.1. For a large enough \( n \in 2N \), consider running Algorithm 7.1 on \( G_n \). The tree \( T \) output will consist of the edges \((i, i + 1)\) for all \( i \in [n/2 - 2] \), the edges \((n/2 - 1, j)\) for all \( j \in \{n/2 + 1, \ldots n\} \), and the edge \((n/2, 1)\).

If we remove an edge \((i', i' + 1)\) for \( i' \in [n/2 - 2] \) from \( G_n \) and run Algorithm 7.1 on the resulting graph, the tree, say \( T_{i'} \), output will consist of all edges of the form \((i, i+1)\) for \( i \in [n/2-1] \setminus \{i'\} \), all edges of the form \((n/2, j)\) for all \( j \in \{n/2 + 1, \ldots n\} \), and the edges \((n/2 + 1, n/2 - 1)\) and \((n/2, 1)\). The Hamming distance of \( T_{i'} \) from \( T \) is equal to \( n/2 \).

Since a uniformly random edge removed from \( G_n \) is of the form \((i, i + 1)\) for
$i \in [n/2 - 2]$ with probability $\frac{n/2 - 2}{3n/2 - 2}$, the average sensitivity of Algorithm 7.1 is at least $\frac{n}{2} \cdot \frac{n/2 - 2}{3n/2 - 2}$, which is at least $\frac{n}{6} - 1 = \Omega(m)$ for the family $\{G_n\}_{n \in 2N}$.

### 7.7 Global Minimum Cut

For a graph $G = (V, E)$ and a vertex set $S \subseteq V$, we define $\text{cost}(G, S)$ to be the number of edges in $E$ that cross the cut $(S, V \setminus S)$. Then in the global minimum cut problem, given a graph $G = (V, E)$, we want to compute a vertex set $\emptyset \subset S \subset V$ that minimizes $\text{cost}(G, S)$.

#### 7.7.1 Upper Bound

In this section, we show an algorithm with low average sensitivity for computing the global minimum cut problem in undirected graphs. Specifically, we show the following.

**Theorem 7.7.1.** For $\varepsilon > 0$, there exists a polynomial-time algorithm for the global minimum cut problem with approximation ratio $2 + \varepsilon$ and average sensitivity $n^{O\left(\frac{1}{\varepsilon \log \text{OPT}}\right)}$.

Let $\text{OPT}$ be the minimum size of a cut in $G$. Our algorithm enumerates cuts of small size and then output a vertex set $S$ with probability $\exp(-\alpha \cdot \text{cost}(G, S))$ for a suitable $\alpha$. See Algorithm 7.2 for details.

**Algorithm 7.2 Stable Algorithm for Global Minimum Cut**

**Input:** undirected graph $G = (V, E)$, $\varepsilon > 0$

1: Compute the value $\text{OPT}$.
2: Let $\alpha \leftarrow \frac{(2 + 1/\varepsilon) \log n}{\text{OPT}}$ denote a parameter.
3: Enumerate all cuts of size at most $(2 + 7\varepsilon)\text{OPT} + 2\varepsilon$.
4: Sample a vertex set $S$ (from among the cuts enumerated) with probability proportional to $\exp(-\alpha \cdot \text{cost}(G, S))$.
5: **return** $S$. 
The approximation ratio of the Algorithm 7.2 is $2 + 9\varepsilon$: It clearly holds when $\text{OPT} \geq 1$, and it also holds when $\text{OPT} = 0$ because we only output a cut of size zero (for $\varepsilon < 1/2$). The following theorem due to Karger (Karger (1993)) directly implies that it runs in time polynomial in the input size for any constant $\varepsilon > 0$.

**Theorem 7.7.2** (Karger (1993)). *Given a graph $G$ on $n$ vertices with the minimum cut size $c$ and a parameter $\alpha \geq 1$, the number of cuts of size at most $\alpha \cdot c$ is at most $n^{2\alpha}$ and can be enumerated in time polynomial (in $n$) per cut.*

We now show that Algorithm 7.2 is stable-on-average.

**Lemma 7.7.3.** The average sensitivity of Algorithm 7.2 is at most

$$\beta(G) = \frac{n}{m} \cdot n^{(2+1/\varepsilon)/\text{OPT}} \cdot ((2 + 7\varepsilon) \text{OPT} + 2\varepsilon) + o(1).$$

As we have $\text{OPT} \leq 2m/n$, the average sensitivity can be bounded by $n^{O(1/(\varepsilon \cdot \text{OPT}))}$, and Theorem 7.7.1 follows by replacing $\varepsilon$ with $\varepsilon/9$.

*Proof.* If $\text{OPT} = 0$, then the claim trivially holds because the right hand side is infinity. Hence in what follows, we assume $\text{OPT} \geq 1$.

Let $A$ denote Algorithm 7.2. Consider an (inefficient) algorithm $A'$ that on input $G$, outputs a cut $S \subseteq V$ (from among all the cuts in $G$) with probability proportional to $\exp(-\alpha \cdot \text{cost}(G, S))$. For a graph $G = (V, E)$, let $A(G)$ and $A'(G)$ denote the output distribution of algorithms $A$ and $A'$ on input $G$, respectively. For $G = (V, E)$ and $S \subseteq V$, let $p_G(S)$ and $p'_G(S)$ be shorthands for the probabilities that $S$ is output on input $G$ by algorithms $A$ and $A'$, respectively.

We first bound the earth mover’s distance between $A(G)$ and $A'(G)$ for a graph
$G = (V, E)$. To this end, we define
\[
Z = \sum_{S \subseteq V: \text{cost}(G, S) \leq \text{OPT} + b} \exp(-\alpha \cdot \text{cost}(G, S)), \quad \text{and} \quad Z' = \sum_{S \subseteq V} \exp(-\alpha \cdot \text{cost}(G, S))
\]
where $b = (1 + 7\varepsilon)\text{OPT} + 2\varepsilon$. Note that $Z \leq Z'$ and the quantity $\frac{Z' - Z}{Z'}$ is the total probability mass assigned by algorithm $A'$ to cuts $S \subseteq V$ such that $\text{cost}(G, S) > \text{OPT} + b$.

Now, we start with $A'(G)$. For each $S \subseteq V$ such that $\text{cost}(G, S) \leq \text{OPT} + b$, keep at least $Z' \cdot p'_G(S)$ mass with a cost of 0 and move a mass of at most $p'_G(S) - \frac{Z'}{Z} \cdot p'_G(S)$ at a cost of $n \cdot (p'_G(S) - \frac{Z'}{Z} \cdot p'_G(S))$. For each $S \subseteq V$ such that $\text{cost}(G, S) > \text{OPT} + b$, we move a mass of $p'_G(S)$ at a cost of $n \cdot p'_G(S)$. The total cost of moving masses is then equal to:
\[
d_{\text{EM}}(A(G), A'(G)) \leq n \cdot \sum_{S \subseteq V: \text{cost}(G, S) \leq \text{OPT} + b} p'_G(S) \left(1 - \frac{Z}{Z'}\right) \\
+ n \cdot \sum_{S \subseteq V: \text{cost}(G, S) > \text{OPT} + b} p'_G(S) \\
= \frac{n(Z' - Z)}{Z'} \left(\sum_{S \subseteq V: \text{cost}(G, S) \leq \text{OPT} + b} p'_G(S) + 1\right) \\
\leq \frac{2n(Z' - Z)}{Z'}.
\]

Let $n_t$ stand for the number of cuts of cost at most $\text{OPT} + t$ in $G$. By Karger’s theorem (Theorem 7.7.2), we have that $n_t \leq n^{2 + 2t/\text{OPT}}$. Then, we have
\[
\frac{Z' - Z}{Z'} \leq \sum_{t > b} \exp(-\alpha t) \cdot (n_t - n_{t-1}) \leq (\exp(\alpha) - 1) \cdot \sum_{t > b} \exp(-\alpha t) n_t \\
\leq (\exp(\alpha) - 1)n^2 \cdot \sum_{t > b} n^{2t/\text{OPT}} \cdot \exp(-\alpha t)
\]
\[ \leq (\exp(\alpha) - 1)n^2 \cdot \sum_{t>b} n^{-t/(\varepsilon \OPT)} \leq (\exp(\alpha) - 1)n^2 \cdot \frac{n^{-(b+1)/(\varepsilon \OPT)}}{1 - n^{-1/(\varepsilon \OPT)}} \]

\[ = \left( n^{(2+1/\varepsilon)OPT} - 1 \right) \cdot \left( 1 + \frac{1}{n^{1/(\varepsilon \OPT)} - 1} \right) \cdot \frac{n^2}{n^{(b+1)/(\varepsilon \OPT)}} \]

\[ \leq n^{(2+1/\varepsilon)OPT} \cdot \left( 1 + \frac{\varepsilon n}{\log n} \right) \cdot \frac{n^2}{n^{(b+1)/(\varepsilon \OPT)}} \]

\[ = O \left( \frac{\varepsilon n^{3+(2+1/\varepsilon)OPT}}{n^{(b+1)/(\varepsilon \OPT)}} \right) = O \left( \frac{\varepsilon}{n^{4+1/\varepsilon}} \right). \]

The last inequality above follows from our choice of \( b \). Therefore, the earth mover’s distance between \( \mathcal{A}(G) \) and \( \mathcal{A}'(G) \) is \( d_{EM}(\mathcal{A}(G), \mathcal{A}'(G)) \leq O\left( \frac{\varepsilon}{n^{4+1/\varepsilon}} \right) \).

In addition, we can bound the expected size of the cut output by \( \mathcal{A}' \) on \( G \) as follows. The total probability mass assigned by algorithm \( \mathcal{A}' \) to cuts of size larger than \( \OPT + b \) is equal to \( \frac{Z' - Z}{Z'} = O\left( \frac{\varepsilon}{n^{4+1/\varepsilon}} \right) \). Hence, the expected size of the cut output by \( \mathcal{A}' \) on \( G \) is at most \( \OPT + b + m \cdot O\left( \frac{\varepsilon}{n^{4+1/\varepsilon}} \right) = (2 + 7\varepsilon)\OPT + 2\varepsilon + O\left( \frac{em}{n^{4+1/\varepsilon}} \right) \).

We now bound the earth mover’ distance between \( \mathcal{A}'(G) \) and \( \mathcal{A}'(G^{-e}) \) for an arbitrary edge \( e \in E \). Let \( Z'_e \) denote the quantity \( \sum_{S \subseteq V} \exp(-\alpha \cdot \text{cost}(G^{-e}, S)) \). Since the cost of every cut in \( G^{-e} \) is at most the cost of the same cut in \( G \), we have that \( Z' \leq Z'_e \) and therefore,

\[ p'_G(S) = \frac{\exp(-\alpha \cdot \text{cost}(G, S))}{Z'} \leq \frac{\exp(\alpha \cdot \text{cost}(G^{-e}, S))}{Z'_e} \cdot \frac{Z'_e}{Z'} = p'_{G^{-e}}(S) \cdot \frac{Z'_e}{Z'} \]

We transform \( \mathcal{A}'(G) \) into \( \mathcal{A}'(G^{-e}) \) as follows. For each \( S \subseteq V \), we leave a probability mass of at most \( p'_{G^{-e}}(S) \) at \( S \) with zero cost and move a mass of \( \max\{0, p'_G(S) - p'_{G^{-e}}(S)\} \) to any other point at a cost of at most \( n \cdot \max\{0, p'_G(S) - p'_{G^{-e}}(S)\} \leq n \cdot \left( \frac{Z'_e}{Z'} - 1 \right) \cdot p'_G(S) \). Hence,

\[ d_{EM}(\mathcal{A}'(G), \mathcal{A}'(G^{-e})) \leq n \cdot \left( \frac{Z'_e}{Z'} - 1 \right) \cdot \sum_{S \subseteq V} p'_G(S) = n \cdot \left( \frac{Z'_e}{Z'} - 1 \right). \]
By the triangle inequality, the earth mover’s distance between $A(G)$ and $A(G^{-e})$ can be bounded as

$$d_{EM}(A(G), A(G^{-e}))$$

$$\leq d_{EM}(A(G), A'(G)) + d_{EM}(A'(G), A'(G^{-e})) + d_{EM}(A'(G^{-e}), A(G^{-e}))$$

$$\leq n \cdot \left( \frac{Z'_e}{Z'} - 1 \right) + O \left( \frac{2\varepsilon}{n^{2+1/\varepsilon}} \right).$$

Hence, the average sensitivity of $A$ is bounded as:

$$\beta(G) = \mathbb{E}_{e \sim E} d_{EM}(A(G), A(G^{-e}))$$

$$\leq O \left( \frac{2\varepsilon}{n^{3+1/\varepsilon}} \right) + n \cdot \mathbb{E}_{e \sim E} \left( \frac{Z'_e}{Z'} - 1 \right)$$

$$= O \left( \frac{2\varepsilon}{n^{3+1/\varepsilon}} \right) + \frac{n}{mZ'} \sum_{e \sim E} (Z'_e - Z').$$

The second term in the above expression can be bounded as:

$$\frac{n}{mZ'} \sum_{e \in E} (Z'_e - Z')$$

$$= \frac{n}{mZ'} \sum_{e \in E} \sum_{S \subseteq V : e \text{ crosses } S} \exp(-\alpha \cdot \text{cost}(G^{-e}, S)) - \exp(-\alpha \cdot \text{cost}(G, S))$$

$$= \frac{n(\exp(\alpha) - 1)}{mZ'} \sum_{e \in E} \sum_{S \subseteq V : e \text{ crosses } S} \exp(-\alpha \cdot \text{cost}(G, S))$$

$$= \frac{n(\exp(\alpha) - 1)}{m} \sum_{S \subseteq V} \text{cost}(G, S) \cdot \frac{\exp(-\alpha \cdot \text{cost}(G, S))}{Z'}. $$

The summation in the expression above is equal to the expected size of the cut output by algorithm $A'$ on input $G$. We argued that it is at most $(2 + 7\varepsilon)\opt + 2\varepsilon + $
\[ O\left(\frac{\varepsilon m}{n^{2+1/\varepsilon}}\right) \]. Hence, the average sensitivity of \( A \) is at most

\[
\frac{n}{m} \cdot n^{(2+1/\varepsilon)/\text{OPT}} \cdot \left((2 + 7\varepsilon)\text{OPT} + 2\varepsilon\right) + O\left(\frac{\varepsilon n^{(2+1/\varepsilon)/\text{OPT}} + 2}{n^{3+1/\varepsilon}}\right)
\]

\[
= \frac{n}{m} \cdot n^{(2+1/\varepsilon)/\text{OPT}} \cdot ((2 + 7\varepsilon)\text{OPT} + 2\varepsilon) + o(1)
\]
as \( \text{OPT} \geq 1 \).

### 7.8 MAXIMUM MATCHING

A vertex-disjoint set of edges is called a *matching*. In the maximum matching problem, given a graph, we want to find a matching of the maximum size. In this section, we describe different algorithms with low average sensitivity that approximate the maximum matching in a graph.

#### 7.8.1 Lexicographically Smallest Matching

In this section, we describe an algorithm that computes a maximum matching in a graph with average sensitivity at most \( \text{OPT}^2/m \) and prove \textbf{Theorem 7.8.1}, where \( \text{OPT} \) is the maximum size of a matching.

First, we define some ordering among vertex pairs. Then, we can naturally define the lexicographical order among matchings by regarding a matching as a sorted sequence of vertex pairs. Then, our algorithm simply outputs the lexicographically smallest matching. Note that this can be done in polynomial time using Edmonds’ algorithm (Edmonds (1965)).

\textbf{Theorem 7.8.1}. Let \( A \) be the algorithm that outputs the lexicographically smallest maximum matching. Then, the average sensitivity of \( A \) is at most \( \text{OPT}^2/m \), where \( \text{OPT} \) is the maximum size of a matching.
Proof. For a graph $G = (V, E)$, let $M(G) \subseteq E$ be its lexicographically smallest maximum matching. As long as $e \not\in M$, we have $M(G) = M(G - e)$. Hence, the average sensitivity of the algorithm is at most
\[
\frac{\text{OPT}}{m} \cdot \text{OPT} + \left(1 - \frac{\text{OPT}}{m}\right) \cdot 0 = \frac{\text{OPT}^2}{m}.
\]

Remark 7.8.2. Consider the path graph $P_n = ([n], E)$, where $E = \{(i, i + 1) : i \in [n - 1]\}$. The average sensitivity of the above algorithm on $P_n$ is $\Omega\left(\frac{\text{OPT}^2}{m}\right)$. Hence the above analysis of the average sensitivity is tight.

7.8.2 Greedy Matching Algorithm

In this section, we describe an algorithm (based on a randomized greedy maximal matching algorithm) with average sensitivity $\tilde{O}\left(\text{OPT}^{3/4}\right)$ and approximation ratio $1/2 - o(1)$ for the maximum matching problem and prove Theorem 7.8.9.

In Theorem 7.8.3, we prove that the basic randomized greedy maximal matching algorithm has sensitivity $O(\Delta)$, where $\Delta$ is the maximum degree of the input graph.

Theorem 7.8.4 shows how to transform the randomized greedy algorithm to another algorithm whose average sensitivity does not depend on the maximum degree, albeit at the cost of slightly worsening the approximation guarantee. In particular, Theorem 7.8.8 shows that a $(1/2 - \varepsilon)$-approximation algorithm for maximum matching with average sensitivity $O\left(\frac{\varepsilon}{1-\varepsilon} \log n + \frac{m^3}{\varepsilon^3 \text{OPT}^3}\right)$ is obtained by applying Theorem 7.8.4 to the randomized greedy maximal matching.

Finally, we combine the matching algorithm guaranteed by Theorem 7.8.8 with the matching algorithm guaranteed by Theorem 7.8.1 using the parallel composition property (Theorem 7.11.2) of stable-on-average algorithms and obtain Theorem 7.8.9.
7.8.2.1 Average sensitivity of the greedy algorithm in terms of the maximum degree

In this section, we describe the average sensitivity guarantee of the randomized greedy algorithm described in Algorithm 7.3. It is evident that Algorithm 7.3 runs in polynomial time and that the matching it outputs has size at least $\frac{1}{2}$ the size of a maximum matching in the input graph.

**Theorem 7.8.3.** For every undirected unweighted graph $G$, the average sensitivity of Algorithm 7.3 is $\beta(G) \leq \frac{1}{2} + \Delta$, where $\Delta$ is the maximum degree of $G$.

**Proof.** Consider a graph $G = (V, E)$. Let $\Delta$ be the maximum degree of $G$. For an edge $e \in E$, let $G^{-e}$ denote the graph obtained by removing $e$ from $G$. Let $M(G)$ denote the matching output by Algorithm 7.3 on input $G$. Yoshida et al. (Yoshida et al., 2012, Theorem 2.1) show that the presence of a uniformly random edge $e$ in $M(G)$ depends on at most $\frac{1}{2} + \Delta$ edges in expectation, where the expectation is taken over both the randomness of the algorithm and the randomness in selecting the edge $e$. By applying Theorem 7.2.5 to this statement, we can see that the average sensitivity of Algorithm 7.3 is $\beta(G) \leq \frac{1}{2} + \Delta$, where $\Delta$ is the maximum degree of $G$. \square

7.8.2.2 Stable-on-average thresholding transformation

In this section, we show a transformation from matching algorithms whose average sensitivity is a function of the maximum degree to matching algorithms whose average

---

**Algorithm 7.3 Randomized Greedy Algorithm**

**Input:** undirected unweighted graph $G = (V, E)$

1: Sample a uniformly random ordering $\pi$ of edges in $E$.
2: Set $M \leftarrow \emptyset$.
3: Consider edges one by one according to $\pi$ and add an edge $(u, v)$ to $M$ only if both $u$ and $v$ are unmatched in $M$.
4: return $M$. 

---
sensitivity does not depend on the maximum degree. This is done by adding to the algorithm, a preprocessing step that removes vertices from the input graph, where the removed vertices have degree at least an appropriate random threshold. Such a transformation helps us to design stable-on-average algorithms for graphs with unbounded degree. Let $\text{Lap}(\mu, \phi)$ denote the Laplace distribution with a location parameter $\mu$ and a scale parameter $\phi$.

**Theorem 7.8.4.** Let $\mathcal{A}'$ be a randomized algorithm for the maximum matching problem such that the size of the matching output by $\mathcal{A}'$ on a graph $G$ is always at least $a \cdot \text{OPT}$ for some $a \geq 0$. In addition, assume that there exists an oracle $\mathcal{O}$ satisfying the following:

- when given access to a graph $G = (V, E)$ and query $e \in E$, the oracle generates a random string $\pi \in \{0, 1\}^r$ and outputs whether $e$ is contained in the matching output by $\mathcal{A}'$ on $G$ with $\pi$ as its random string, and

- the oracle $\mathcal{O}$ makes at most $q(\Delta)$ queries to $G$ in expectation, where $\Delta$ is the maximum degree of $G$ and the expectation is taken over the random coins of $\mathcal{A}'$ and a uniformly random query $e \in E$.

Let $\delta > 0$ and $\tau$ be a non-negative function on graphs. Then, there exists an algorithm $\mathcal{A}$ for the maximum matching problem with average sensitivity

$$\beta(G) \leq O\left(\frac{K_G}{\delta(\tau(G) - K_G)} + \exp\left(-\frac{1}{\delta}\right)\right) \cdot \text{OPT} + E_L \left[(2L - 2)^2 q(L)\right],$$

where $L$ is a random variable distributed as $\text{Lap}(\tau(G), \delta \tau(G))$ and $K_G$ is shorthand for $\max_{e \in E(G)} |\tau(G) - \tau(G^-e)|$. Moreover, the expected size of the matching output by $\mathcal{A}$ is at least

$$a \cdot \text{OPT} - \frac{am}{(1 - \delta \ln(\text{OPT}/2)) \cdot \tau(G)} - a.$$
The following fact will be useful in the proof of Theorem 7.8.4.

**Proposition 7.8.5.** Let $L$ be a random variable distributed as $\text{Lap}(\mu, \phi)$. Then, $\Pr[L < (1 - \varepsilon)\mu] \leq \exp(-\varepsilon\mu/\phi)/2$. Similarly, $\Pr[L > (1 + \varepsilon)\mu] \leq \exp(-\varepsilon\mu/\phi)/2$.

**Proof of Theorem 7.8.4.** The algorithm $\mathcal{A}$ is given below.

**Algorithm $\mathcal{A}$:** On input $G = (V, E)$,

1. Sample a random variable $L$ according to the distribution $\text{Lap}(\tau(G), \delta\tau(G))$.

2. Let $[G]_L$ be the graph obtained after removing from $G$ all vertices of degree at least $L$.

3. Run $\mathcal{A}'$ on $[G]_L$.

We first bound the average sensitivity of $\mathcal{A}$. We can think of $\mathcal{A}$ as being sequentially composed of two algorithms, where the first algorithm takes in a graph $G = (V, E)$ and outputs a number $L \sim \text{Lap}(\tau(G), \delta\tau(G))$. The second algorithm takes both $L$ and $G$ and runs $\mathcal{A}'$ on $[G]_L$.

Let $L_e$ for $e \in E$ denote a Laplace random variable $\text{Lap}(\tau(G^{-e}), \delta \cdot \tau(G^{-e}))$. Using Theorem 7.2.2, we get that the average sensitivity of $\mathcal{A}$ is bounded by

$$\text{OPT} \cdot \mathbb{E}_{e \sim E} [d_{\text{TV}}(L, L_e)] + \mathbb{E}_L \left[ \mathbb{E}_{e \sim E} [d_{\text{EM}}(\mathcal{A}'([G]_L), \mathcal{A}'([G^{-e}]_L))] \right].$$

**Claim 7.8.6.** For $x \in \mathbb{R}$, $\mathbb{E}_{e \sim E} [d_{\text{EM}}(\mathcal{A}'([G]_x), \mathcal{A}'([G^{-e}]_x))] \leq (2x - 2)^2 q(x)$.

**Proof.** Fix $x \in \mathbb{R}$. In order to bound the term $\mathbb{E}_{e \sim E} [d_{\text{EM}}(\mathcal{A}'([G]_x), \mathcal{A}'([G^{-e}]_x))]$, consider the following algorithm $\mathcal{A}'_x$. On input $G = (V, E)$, the algorithm $\mathcal{A}'_x$ first removes every vertex of degree at least $x$ from $G$ and then runs $\mathcal{A}'$ on the resulting graph. Hence, the quantity $\mathbb{E}_{e \sim E} [d_{\text{EM}}(\mathcal{A}'([G]_x), \mathcal{A}'([G^{-e}]_x))]$ denotes the average sensitivity of $\mathcal{A}'_x$. 
In order to bound the average sensitivity of $A'_x$, construct an oracle $O_x$ as follows. $O_x$ when given access to a graph $G = (V, E)$ and input $e$ sampled uniformly at random from $E$, does the following. It first checks whether at least one of the endpoints of $e$ has degree at least $x$. If so, it returns that $e$ does not belong to the solution obtained by running $A'_x$ on $G$. Otherwise, it runs $O$ with access to $[G]_x$ and $e$ as input and outputs the answer of $O$.

We can analyze the query complexity of $O_x$ as follows. Call an edge $e \in E$ alive if both the endpoints of $e$ have degree less than $x$. Otherwise, $e$ is dead.

The oracle $O_x$ can check whether an edge $e = (u, v)$ is alive or not by querying at most $2x - 2$ edges incident to $e$. In particular $O_x$ examines the neighbors of $u$ and $v$ one by one, and, as soon $O_x$ encounters $x - 1$ distinct neighbors (excluding $u$ or $v$ themselves) for either $u$ or $v$, $O_x$ can declare $e$ to be a dead edge.

If the edge $e \in E$ input to $O_x$ is a dead edge, therefore, $O_x$ queries at most $2x - 2$ edges and returns that $e$ cannot be part of a solution to running $A'_x$ on $G$.

If the input edge $e \in E$ is alive, then we know that it is a uniformly random alive edge. By the guarantee on $O$, we then know that $O$ makes at most $q(x)$ queries to the alive edges in expectation over the randomness of $A'$ and the choice of the input alive edge, since the maximum degree of $[G]_x$ is at most $x$. In order for the oracle $O_x$ to simulate oracle access to $[G]_x$ for the oracle $O$, for each alive edge $e$ queried by $O$, the oracle $O_x$ has to query each edge incident to $e$ in $G$ and determine which among these are alive. Since $e$ is alive, both endpoints of $e$ have degrees less than $x$. Hence, $O_x$ need only check whether at most $2x - 2$ edges incident to $e$ are alive or not. This can be done by querying $(2x - 2)^2$ edges in $E$ in total.

Combining all of the above, the expected query complexity of $O_x$ is at most $(2x - 2)^2 q(x)$, where the expectation is taken over the edges of $e \in E$ and the randomness in $A_x$. 
Therefore, by Theorem 7.2.5, we get that the average sensitivity of algorithm $A_x$ is bounded by $(2x - 2)^2 q(x)$.

We now bound the quantity $\mathbb{E}_{e \sim E} [d_{TV}(L, L_e)]$.

Claim 7.8.7. For any $e \in E$, we have

$$d_{TV}(L, L_e) \leq O \left( \frac{K}{\delta (\tau - K)} + \exp \left( -\frac{1}{\delta} \right) \right).$$

Proof. Let $f_L, f_{L_e} : \mathbb{R} \to \mathbb{R}$ be the probability density functions of the Laplace random variables $L$ and $L_e$, respectively. Let $\tau = \tau(G)$, $\tau_e = \tau(G_e)$, and $K = K_G$. Then

$$\frac{f_L(x)}{f_{L_e}(x)} = \frac{\frac{1}{2\delta} \exp \left( -\frac{|x-\tau|}{\delta \cdot \tau} \right)}{\frac{1}{2\delta} \exp \left( -\frac{|x-\tau_e|}{\delta \cdot \tau_e} \right)} = \frac{\tau_e}{\tau} \exp \left( \frac{|x-\tau_e|}{\delta \cdot \tau_e} - \frac{|x-\tau|}{\delta \cdot \tau} \right) \cdot \left( 1 - \frac{\tau - \tau_e}{\tau} \right) \exp \left( \frac{\tau |x-\tau_e| - \tau_e |x-\tau|}{\delta \tau \tau_e} \right).$$

A direct calculation shows that for $0 \leq x \leq 2 \max \{\tau, \tau_e\}$, we have

$$\left( 1 - \frac{K}{\tau} \right) \exp \left( \frac{-2K}{\delta (\tau - K)} \right) \leq \frac{f_L(x)}{f_{L_e}(x)} \leq \left( 1 + \frac{K}{\tau} \right) \exp \left( \frac{2K}{\delta (\tau - K)} \right).$$

This implies that for all $S \subseteq [0, 2 \max \{\tau, \tau_e\}]$,

$$\left( 1 - \frac{K}{\tau} \right) \exp \left( \frac{-2K}{\delta (\tau - K)} \right) - 1 \leq \Pr[L \in S] - \Pr[L_e \in S] \leq \left( 1 + \frac{K}{\tau} \right) \exp \left( \frac{2K}{\delta (\tau - K)} \right) - 1.$$

By Proposition 7.8.5, the probability that $L$ (and $L_e$ as well) falls in the range $[-\infty, 0] \cup \left[2 \max \{\tau, \tau_e\}, \infty\right]$ is bounded by $\exp(-1/\delta)$. Hence, total variation distance
between $L$ and $L_e$ is

\[
\left(1 + \frac{K}{\tau}\right) \exp \left(\frac{2K}{\delta(\tau - K)}\right) - \left(1 - \frac{K}{\tau}\right) \exp \left(-\frac{2K}{\delta(\tau - K)}\right) + 2 \exp \left(-\frac{1}{\delta}\right) \\
= \left(1 + \frac{K}{\tau}\right) \left(1 + \frac{2K}{\delta(\tau - K)} + O\left(\frac{K^2}{\delta^2(\tau - K)^2}\right)\right) \\
\quad - \left(1 - \frac{K}{\tau}\right) \left(1 - \frac{2K}{\delta(\tau - K)} - O\left(\frac{K^2}{\delta^2(\tau - K)^2}\right)\right) + 2 \exp \left(-\frac{1}{\delta}\right) \\
= \frac{2K}{\tau} + \frac{4K}{\delta(\tau - K)} + O\left(\frac{K^2}{\delta^2(\tau - K)^2}\right) + 2 \exp \left(-\frac{1}{\delta}\right) \\
\leq \frac{6K}{\delta(\tau - K)} + 2 \exp \left(-\frac{1}{\delta}\right) + O\left(\frac{K^2}{\delta^2(\tau - K)^2}\right). \\
= O\left(\frac{K}{\delta(\tau - K)} + \exp \left(-\frac{1}{\delta}\right)\right). \\
\]

Therefore, the average sensitivity of $\mathcal{A}$ is bounded as

\[
\beta(G) = \mathbb{E}_{e \sim \mathcal{E}^{\mathcal{M}}} (\mathcal{A}(G), \mathcal{A}(G^{-e})) \\
\leq O\left(\frac{K}{\delta(\tau - K)} + \exp \left(-\frac{1}{\delta}\right)\right) \cdot \text{OPT} + \mathbb{E}_L [((2x - 2)^2 q(x))].
\]

We now bound the approximation guarantee of $\mathcal{A}$. By Proposition 7.8.5,

\[
\Pr \left[ L < \left(1 - \delta \ln \left(\frac{\text{OPT}}{2}\right)\right) \cdot \tau(G) \right] \leq \frac{1}{\text{OPT}}.
\]

Therefore, with probability at least $1 - 1/\text{OPT}$, only those vertices with degree at least $(1 - \delta \ln(\text{OPT}/2)) \cdot \tau(G)$ are removed from $G$. The number of such vertices is at most $m \frac{\tau(G)}{(1 - \delta \ln(\text{OPT}/2)) \cdot \tau(G)}$. Therefore, with probability at least $1 - 1/\text{OPT}$, the size of a maximum matching in the resulting graph is at most $m \frac{\tau(G)}{(1 - \delta \ln(\text{OPT}/2)) \cdot \tau(G)}$ smaller than that of $G$. With probability at most $1/\text{OPT}$, the size of a maximum matching in the resulting instance could be smaller by an additive term of at most $\text{OPT}$. Hence, the
expected size of a maximum matching in the new instance is at least

\[ \text{OPT} - \frac{m}{(1 - \delta \ln(\text{OPT}(G)/2)) \cdot \tau(G)} - 1. \]

The statement on approximation guarantee follows. \(\square\)

7.8.2.3 Average sensitivity of the greedy algorithm with thresholding

In this section, we apply Theorem 7.8.4 to Algorithm 7.3 and analyze the average sensitivity of the resulting algorithm. We show the following.

**Theorem 7.8.8.** Let \( \varepsilon \in (0, 1) \) be a parameter. There exists an algorithm \( A_\varepsilon \) with approximation ratio \( 1/2 - \varepsilon \) and sensitivity \( O \left( \frac{\varepsilon}{1-\varepsilon} \cdot \log n + \frac{m^3}{\varepsilon^2 \text{OPT}(G)^3} \right) \).

**Proof.** The algorithm guaranteed by the theorem statement is as follows.

**Algorithm** \( A_\varepsilon \): On input \( G = (V, E) \),

1. Compute \( \text{OPT} \).

2. If \( \text{OPT} \leq \frac{1}{\varepsilon} + 1 \) or \( m \leq \frac{1}{2\varepsilon} \), then output an arbitrary maximum matching.

3. Otherwise, run the algorithm obtained by applying Theorem 7.8.4 to Algorithm 7.3 with the setting \( \tau := \tau(G) = \frac{m}{\varepsilon \text{OPT}} \) and \( \delta := \frac{1}{2 \ln n} \), where \( \varepsilon' = \varepsilon - \frac{1}{2 \text{OPT}} \).

**Approximation guarantee:** If \( \text{OPT} \leq \frac{1}{\varepsilon} + 1 \) or \( m \leq \frac{1}{2\varepsilon} \), the approximation guarantee is clear. Otherwise, since Algorithm 7.3 outputs a maximal matching whose size is always at least \( \frac{\text{OPT}}{2} \), the size of the matching output by \( A_\varepsilon \) is at least \( \frac{\text{OPT}}{2} - \frac{\varepsilon' \text{OPT}}{1 - \frac{\ln(\text{OPT}/2)}{2 \ln n}} \), which is at least

\[ \frac{\text{OPT}}{2} - \varepsilon' \cdot \text{OPT} \]

by the setting of \( \varepsilon' \) and the fact that \( \frac{\ln(\text{OPT}/2)}{2 \ln n} \leq \frac{1}{2} \).
Average sensitivity: If \( \text{OPT} \leq \frac{1}{\varepsilon} + 1 \) or \( m \leq \frac{1}{2\varepsilon} \), the average sensitivity of \( A_\varepsilon \) is bounded by \( O(\frac{1}{\varepsilon}) \), since the size of maximum matching in \( G \) is small and it can decrease only by at most 1 by the removal of an edge.

We now analyze the average sensitivity of \( A_\varepsilon \) for the case that \( \text{OPT} > \frac{1}{\varepsilon} + 1 \). We use the shorthand \( \text{OPT} \) to denote \( \text{OPT}(G^{-e}) \) for \( e \in E \). Note that

\[
K_G = 2 \max_{e \in E} \left| \frac{m - 1}{2(\varepsilon \cdot \text{OPT} - 1)} - \frac{m - 1}{2 \varepsilon \cdot \text{OPT} - 1} \right|
\]

\[
\leq 2 \max \left\{ \frac{m}{2 \varepsilon \cdot \text{OPT} - 1} - \frac{m - 1}{2 \varepsilon \cdot \text{OPT} - 1}, \frac{m - 1}{2 \varepsilon \cdot \text{OPT} - 1} - \frac{m}{2 \varepsilon \cdot \text{OPT} - 1} \right\}
\]

\[
= 2 \max \left\{ \frac{1}{2 \varepsilon \cdot \text{OPT} - 1}, \frac{2 \varepsilon (m - \text{OPT}) + 1}{2 \varepsilon (\text{OPT} - 1) - 1} \right\}
\]

\[
= \frac{2}{2 \varepsilon \cdot \text{OPT} - 1} \max \left\{ 1, \frac{2 \varepsilon (m - \text{OPT}) + 1}{2 \varepsilon (\text{OPT} - 1) - 1} \right\}.
\]

The second inequality above uses the fact that for numbers \( a, b, c \geq 0 \) such that \( a \leq b \) and \( c(b - 1) - 1 \geq 0 \), we have that \( \frac{a}{c(b-1)} \leq \frac{a-1}{c(b-1)-1} \).

From the statement of Theorem 7.8.3, we can see that \( q(x) \leq \frac{1}{2} + x \) when \( x > 0 \) and \( q(x) = 0 \) otherwise. Therefore, we can see that the average sensitivity of the algorithm resulting from applying Theorem 7.8.4 to Algorithm 7.3 is bounded as:

\[
O \left( \frac{K_G}{\delta(\tau - K_G)} + \exp \left( -\frac{1}{\delta} \right) \right) \cdot \text{OPT} \quad (7.5)
\]

\[
+ \int_0^\infty (2x - 2)^2 \cdot \left( \frac{1}{2} + x \right) \cdot \frac{1}{2 \delta \cdot \tau} \cdot \exp \left( -\frac{|x - \tau|}{\delta \cdot \tau} \right) \, dx. \quad (7.6)
\]

Since \( \frac{2 \varepsilon (m - \text{OPT}) + 1}{2 \varepsilon (\text{OPT} - 1) - 1} \) is a nonincreasing function of \( \text{OPT} \) and \( \text{OPT} \geq \frac{1}{\varepsilon} + 1 \), we have that

\[
\frac{2 \varepsilon (m - \text{OPT}) + 1}{2 \varepsilon (\text{OPT} - 1) - 1} \leq 2 \varepsilon m.
\]

Hence, \( K_G \leq \frac{2}{2 \varepsilon \cdot \text{OPT} - 1} \max \{ 1, 2 \varepsilon m \} = \frac{4 \varepsilon m}{2 \varepsilon \cdot \text{OPT} - 1} \), since \( m > \frac{1}{2 \varepsilon} \) and therefore, we have
that $\tau - K_G \geq \tau(1 - 2\varepsilon)$. Hence, the first term above can be upper bounded by

$$O \left( \frac{K_G}{\delta\tau(1 - 2\varepsilon)} + \exp \left( -\frac{1}{\delta} \right) \right) \cdot \text{OPT}$$

$$= O \left( \frac{4\varepsilon m}{2\varepsilon \cdot \text{OPT} - 1} \cdot \frac{1}{1 - 2\varepsilon} \cdot \frac{2 \ln n}{\frac{3m}{2\varepsilon \cdot \text{OPT} - 1} + \frac{\text{OPT}}{n^2}} \right)$$

$$= O \left( \frac{\varepsilon}{1 - \varepsilon} \cdot \log n \right).$$

The second term of (7.6) can be upper bounded by

$$\int_0^\infty (2x)^2 \cdot \left( \frac{1}{2} + x \right) \cdot \frac{1}{2\delta \tau} \cdot \exp \left( -\frac{|x - \tau|}{\delta \tau} \right) \, dx$$

$$= \int_0^\infty \frac{x^2}{\delta \tau} \cdot \exp \left( -\frac{|x - \tau|}{\delta \tau} \right) \, dx + \int_0^\infty \frac{2x^3}{\delta \tau} \cdot \exp \left( -\frac{|x - \tau|}{\delta \tau} \right) \, dx.$$

Let $I_1$ and $I_2$ denote the first and second terms above. The term $I_1$ can be evaluated as:

$$I_1 = \int_0^\tau \frac{x^2}{\delta \tau} \cdot \exp \left( -\frac{\tau - x}{\delta \tau} \right) \, dx + \int_0^\infty \frac{x^2}{\delta \tau} \cdot \exp \left( -\frac{x - \tau}{\delta \tau} \right) \, dx$$

$$= \left( 1 - 2\delta + 2\delta^2 - 2 \exp \left( -\frac{1}{\delta} \right) \delta^2 \right) \tau^2 + (1 + 2\delta + 2\delta^2)\tau^2$$

$$= \left( 2 + 4\delta^2 - 2 \exp \left( -\frac{1}{\delta} \right) \delta^2 \right) \tau^2 = O \left( \frac{m^2}{\varepsilon^2 \text{OPT}^2} \right).$$

The term $I_2$ can be evaluated as:

$$I_2 = \int_0^\tau \frac{2x^3}{\delta \tau} \cdot \exp \left( -\frac{\tau - x}{\delta \tau} \right) \, dx + \int_0^\infty \frac{2x^3}{\delta \tau} \cdot \exp \left( -\frac{x - \tau}{\delta \tau} \right) \, dx$$

$$= 2 \left( 1 - 3\delta + 6\delta^2 - 6\delta^3 + 6 \exp \left( -\frac{1}{\delta} \right) \delta^3 \right) \tau^3 + 2(1 + 3\delta + 6\delta^2 + 6\delta^3)\tau^3.$$
\[
2 \left( 2 + 12\delta^2 + 6 \exp \left( -\frac{1}{\delta} \right) \delta^3 \right) \tau^3 = O \left( \frac{m^3}{\varepsilon^3 \OPT^3} \right).
\]

Hence, the average sensitivity of the algorithm obtained can be bounded by:

\[
\beta(G) = \max \left\{ O \left( \frac{1}{\varepsilon} \right), O \left( \frac{\varepsilon}{1 - 2\varepsilon} \cdot \log n \right) + O \left( \frac{m^2}{\varepsilon^2 \OPT^2} \right) + O \left( \frac{m^3}{\varepsilon^3 \OPT^3} \right) \right\}
\]

\[
= O \left( \frac{\varepsilon \log n}{1 - \varepsilon} + \frac{m^3}{\varepsilon^3 \OPT^3} \right).
\]

### 7.8.2.4 Average sensitivity of a combined matching algorithm

In this section, we combine the algorithms guaranteed by Theorems 7.8.1 and 7.8.8 in order to get a matching algorithm with improved sensitivity.

**Theorem 7.8.9.** Let \( \varepsilon \in (0, \frac{1}{2}) \) be a parameter. There exists an algorithm for the maximum matching problem with approximation ratio \( 1/2 - \varepsilon \) and sensitivity

\[
O \left( \OPT^{3/4} \left( \varepsilon^{1/4} \log^{1/4} n + \frac{1}{\varepsilon^{3/4}} \right) \right).
\]

In particular when \( \varepsilon = 1/\log^{1/4} n \), the average sensitivity is \( O(\OPT^{3/4} \log^{3/16} n) \).

**Proof.** The algorithm guaranteed by the theorem is given as Algorithm 7.4. The bounds on approximation guarantee and average sensitivity are both straightforward when \( \OPT < 5 \) or \( m < 4 \).

The approximation guarantee in the case when \( \OPT \geq 5 \) and \( m \geq 6 \) is also straightforward since Algorithm 7.4 is simply a distribution over algorithms guaranteed by Theorem 7.8.1 and Theorem 7.8.8.

We now bound the average sensitivity of Algorithm 7.4 when \( \OPT \geq 5 \) and \( m \geq 6 \). Let \( \rho(G) \) denote the probability \( \frac{g(G)}{f(G) + g(G)} \). By Theorem 7.11.2, the average sensitivity
Algorithm 7.4 Combined Algorithm to $(\frac{1}{2} - \varepsilon)$-Approximate Maximum Matching

**Input:** undirected unweighted graph $G = (V, E)$ Compute $\text{OPT}$.  
1. if $\text{OPT} < 5$ or $m < 6$ then 
2. return an arbitrary maximum matching in $G$. 
3. else 
4. Let $f(G) \leftarrow \frac{\text{OPT}^2}{m}$ and $g(G) \leftarrow \frac{\varepsilon}{(1-\varepsilon)} \cdot \log n + \frac{m^3}{\varepsilon^3 \text{OPT}^3}$. 
5. Run the algorithm given by Theorem 7.8.1 with probability $\frac{g(G)}{f(G) + g(G)}$ and run the algorithm given by Theorem 7.8.8 with the remaining probability.

is at most

$$
\frac{O(f(G)) \cdot g(G) + O(g(G)) \cdot f(G)}{f(G) + g(G)} + 2\text{OPT} \cdot \mathbb{E}_{e \sim E} \left[ |\rho(G) - \rho(G^{-e})| \right]. \tag{7.7}
$$

We first bound the quantity $\mathbb{E}_{e \sim E} \left[ |\rho(G) - \rho(G^{-e})| \right]$.

**Claim 7.8.10.** For every graph $G = (V, E)$ such that $\text{OPT} \geq 5$, we have, for every $e \in E$,

$$
g(G) \cdot \left(1 - \frac{3}{m}\right) \leq g(G - e) \leq g(G) \cdot \left(1 + \frac{4}{\text{OPT} - 1}\right).
$$

**Proof.** We first prove the upper bound. We know that

$$
g(G^{-e}) \leq \left(1 + \frac{\left(\frac{m-1}{\varepsilon (\text{OPT} - 1)}\right)^3 - \left(\frac{m}{\varepsilon \text{OPT}}\right)^3}{\varepsilon \log n \left(1 - \frac{m^3}{\varepsilon^3 \text{OPT}^3}\right)}\right) \leq \left(1 + \frac{\left(\frac{m-1}{\varepsilon (\text{OPT} - 1)}\right)^3 - \left(\frac{m}{\varepsilon \text{OPT}}\right)^3}{\frac{m^3}{\varepsilon^3 \text{OPT}^3}}\right)
$$

$$
= \left(1 - \frac{1}{m}\right)^3 \cdot \left(1 + \frac{1}{\text{OPT} - 1}\right)^3
$$

$$
\leq \left(1 + \frac{4}{\text{OPT} - 1}\right).
$$

Note that the second-to-last inequality holds whenever $\text{OPT} \geq 5$ and $m \geq 3$. 

For the lower bound,

\[
g(G^{-e}) \leq g(G) \geq \left(1 - \frac{\frac{m}{\epsilon \cdot \text{OPT}}}{\left(1 - \epsilon \right) \cdot \frac{m^3}{\epsilon^3 \cdot \text{OPT}^3}}\right) \geq \left(1 - \frac{\frac{m}{\epsilon \cdot \text{OPT}}}{\frac{m^3}{\epsilon^3 \cdot \text{OPT}^3}}\right) = \left(1 - \frac{1}{m}\right)^3 \geq 1 - \frac{3}{m}.
\]

\[
\text{Claim 7.8.11. For every graphs } G = (V, E) \text{ and every } e \in E, \\
f(G) \cdot \left(1 - \frac{2}{\text{OPT}}\right) \leq f(G - e) \leq f(G) \cdot \left(1 + \frac{1}{m - 1}\right).
\]

**Proof.** To prove the upper bound,

\[
f(G^{-e}) \leq \left(\frac{m}{m - 1}\right) = \left(1 + \frac{1}{m - 1}\right).
\]

For the lower bound,

\[
f(G^{-e}) \geq \left(\frac{\text{OPT} - 1}{\text{OPT}}\right)^2 \cdot \left(\frac{m}{m - 1}\right)^2 \geq \left(\frac{\text{OPT} - 1}{\text{OPT}}\right)^2 \geq 1 - \frac{2}{\text{OPT}}.
\]

Note that \(\left(1 - \frac{2}{\text{OPT}}\right)^{-1} \leq 1 + \frac{4}{\text{OPT}}\) and \(\left(1 - \frac{3}{m}\right)^{-1} \leq 1 + \frac{\alpha}{m}\) for \(\text{OPT} \geq 4\) and \(m \geq 6\). We also have \(\left(1 + \frac{4}{\text{OPT} - 1}\right)^{-1} \geq 1 - \frac{4}{\text{OPT} - 1}\) and \(\left(1 + \frac{1}{m - 1}\right)^{-1} \geq 1 - \frac{1}{m - 1}\) for \(\text{OPT} \geq 5\) and \(m \geq 2\).

Combining all of the above,

\[
\rho(G^{-e}) = \frac{g(G^{-e})}{f(G^{-e}) + g(G^{-e})}
\]
\[
\begin{align*}
\leq & \quad \frac{g(G) \cdot (1 + \frac{4}{\text{OPT} - 1})}{(f(G) + g(G)) \cdot \min \{1 - \frac{2}{m}, 1 - \frac{2}{\text{OPT}}\}} \\
\leq & \quad \rho(G) \cdot \left(1 + \frac{4}{\text{OPT} - 1}\right) \cdot \max \left\{1 + \frac{6}{m}, 1 + \frac{4}{\text{OPT}}\right\} \\
\leq & \quad \rho(G) \cdot \left(1 + \frac{12}{\text{OPT} - 1}\right).
\end{align*}
\]

Using similar calculations, we can see that

\[
\rho(G^{-e}) \geq \rho(G) \cdot \left(1 - \frac{3}{m}\right) \cdot \min \left\{1 - \frac{4}{\text{OPT} - 1}, 1 - \frac{1}{m - 1}\right\}
\geq \rho(G) \cdot \left(1 - \frac{7}{\text{OPT} - 1}\right).
\]

Thus, for all \(e \in E\), we have that \(|\rho(G) - \rho(G^{-e})| \leq \max \{\frac{7}{\text{OPT} - 1}, \frac{12}{\text{OPT} - 1}\} \cdot \rho(G) = \frac{12\rho(G)}{\text{OPT} - 1}\). Hence, \(\mathbb{E}_{e \sim E}[|\rho(G) - \rho(G^{-e})|] \leq \frac{12\rho(G)}{\text{OPT} - 1}\).

Therefore, the average sensitivity of Algorithm 7.4 is at most

\[
\begin{align*}
O(f(G)) \cdot g(G) + O(g(G)) \cdot f(G) \\
&\quad + 2\text{OPT} \cdot \mathbb{E}_{e \sim E}[|\rho(G) - \rho(G^{-e})|]
\leq O \left(\frac{f(G)^{3/4} g(G)^{1/4}}{f(G)^{1/4} + g(G)^{3/4}}\right) + O \left(\frac{\text{OPT} \rho(G)}{\text{OPT}}\right)
\leq O \left(f(G)^{3/4} g(G)^{1/4}\right) + O(1)
\leq O \left(\left(\frac{\text{OPT}^2}{m}\right)^{3/4} \left(\varepsilon \log n\right)^{1/4} + \left(\frac{m^3}{\varepsilon^3 \text{OPT}^3}\right)^{1/4}\right)
\leq O \left(\left(\frac{\text{OPT}^{3/2}}{m^{3/4}} \varepsilon^{1/4} \log^{1/4} n + \frac{\text{OPT}^{3/2}}{m^{3/4}} \frac{m^3}{\varepsilon^{3/4} \text{OPT}^{3/4}}\right)\right)
\leq O \left(\frac{\text{OPT}^{3/2}}{m^{3/4}} \varepsilon^{1/4} \log^{1/4} n + \frac{\text{OPT}^{3/2}}{\varepsilon^{3/4}}\right)
\leq O \left(\text{OPT}^{3/4} \left(\varepsilon^{1/4} \log^{1/4} n + \frac{1}{\varepsilon^{3/4}}\right)\right).
\end{align*}
\]
7.8.3 Matching Algorithm based on Augmenting Paths

In this section, we describe a \((1 - \varepsilon)\)-approximation algorithm for the maximum matching problem with average sensitivity \(\tilde{O}\left(\frac{\text{OPT}}{\varepsilon^{\frac{3}{2}}} \right)\) for \(c = O(1/\varepsilon^2)\) in Theorem 7.8.14. The basic building block is a \((1 - \varepsilon)\)-approximation algorithm for maximum matching that is based on iteratively augmenting a matching with greedily chosen augmenting paths of increasing lengths. In Theorem 7.8.12, we show that the average sensitivity of this algorithm is \(\Delta^{O(1/\varepsilon^2)}\), where \(\Delta\) is the maximum degree of the input graph. To this, we first apply Theorem 7.8.4 to obtain Theorem 7.8.13. We then combine the algorithm guaranteed by Theorem 7.8.13 with the algorithm guaranteed by Theorem 7.8.1 to obtain Theorem 7.8.14.

Algorithm 7.5 Greedy Augmenting Paths Algorithm

| Input: undirected unweighted graph \(G = (V, E)\), parameter \(\varepsilon \in (0, 1)\) |
| 1: \(M_0 \leftarrow \emptyset\). |
| 2: \(\text{for } i \in \left[\left\lfloor \frac{1}{\varepsilon} - 1 \right\rfloor \right] \text{ do}\) |
| 3: Let \(A_i\) denote the set of augmenting paths of length \(2i - 1\) for the matching \(M_{i-1}\). |
| 4: Let \(A_i'\) denote a maximal set of disjoint paths from \(A_i\), where \(A_i'\) is made from a random ordering of \(A_i\). |
| 5: \(M_i \leftarrow M_{i-1} \Delta A_i'\). |
| 6: return \(M_{\left\lfloor \frac{1}{\varepsilon} - 1 \right\rfloor}\). |

Theorem 7.8.12. Algorithm 7.5 with parameter \(\varepsilon > 0\) has approximation ratio \(1 - \varepsilon\) and average sensitivity \(\Delta^{O(1/\varepsilon^2)}\), where \(\Delta\) is the maximum degree of the input graph.

Proof. It is known (Garey & Johnson (1979)) that for all \(k \geq 0\), \(|M_k| \geq \frac{k}{k+1} \cdot |M^*|\), where \(M^*\) denotes a maximum matching in \(G\). Hence, the matching \(M_{\left\lfloor \frac{1}{\varepsilon} - 1 \right\rfloor}\) is a \((1 - \varepsilon)\)-approximation to \(M^*\).

(Yoshida et al., 2012, Theorem 3.7) show that for all \(k \geq 0\), determining whether a uniformly random edge \(e \sim E\) belongs to \(M_k\) can be done by querying at most \(\Delta^{O(k^2)}\)
edges in expectation, where $\Delta$ is the maximum degree of $G$. Applying Theorem 7.2.5 to this, we can see that the average sensitivity of Algorithm 7.5 with parameter $\varepsilon > 0$ and input $G$ is $\Delta O(1/\varepsilon^2)$, where $\Delta$ is the maximum degree of $G$.

\textbf{Theorem 7.8.13.} Let $\varepsilon \in (0, 1)$ be a parameter. There exists an algorithm with approximation ratio $1 - \varepsilon$ and average sensitivity

$$O\left(\frac{\varepsilon}{1 - \varepsilon} \log n\right) + \left(\frac{m}{\varepsilon^3 \text{OPT}}\right)^{O(1/\varepsilon^2)}.$$ 

\textit{Proof.} The algorithm guaranteed by the theorem statement is as follows.

\textbf{Algorithm $A_\varepsilon$:} On input $G = (V, E)$,

1. Compute $\text{OPT}$.

2. If $\text{OPT} \leq \frac{2}{\varepsilon} + 1$ or $m \leq \frac{1}{3\varepsilon}$, then output an arbitrary maximum matching.

3. Otherwise, run the algorithm obtained by applying Theorem 7.8.4 with the setting $\tau := \tau(G) = \frac{m}{\varepsilon^3 \text{OPT}}$ and $\delta := \frac{1}{2m n}$ to Algorithm 7.5 run with parameter $\varepsilon'$, where $\varepsilon' = \frac{\varepsilon}{3} - \frac{1}{3\text{OPT}}$.

As the analysis is almost identical to that of Theorem 7.8.8, we only highlight the differences.

\textit{Approximation guarantee:} The analysis of the approximation ratio is straightforward.

\textit{Average sensitivity:} We focus on the case that $\text{OPT} \geq \frac{2}{\varepsilon} + 1$ and $m > \frac{1}{3\varepsilon}$ since the average sensitivity in other case is straightforward to analyze. The first term of (7.6) can be bounded by $O\left(\frac{\varepsilon}{1 - \varepsilon} \cdot \log n\right)$ in the same way as in the proof of Theorem 7.8.8.
Let \( c = O(1/\varepsilon^2) \). Then, the second term of (7.6) becomes

\[
\int_0^\infty (2x - 2)^2 x^c \frac{1}{2\delta \tau} \exp\left(-\frac{|x - \tau|}{\delta \tau}\right) \, dx = 4 \int_0^\infty x^{c+2} \frac{1}{\delta \tau} \exp\left(-\frac{x - \tau}{\delta \tau}\right) \, dx = \exp\left(1/\delta\right) (\delta \tau)^{c+2} \Gamma\left(c + 3, \frac{1}{\delta}\right) = (\delta \tau)^{c+2} (c + 2)! \sum_{k=0}^{c+2} \frac{(1/\delta)^k}{k!} = \left(\frac{m}{\varepsilon^3 \text{OPT}}\right)^{O(1/\varepsilon^2)}
\]

where \( \Gamma(\cdot, \cdot) \) is the incomplete Gamma function and we have used the fact that \( \Gamma(s + 1, x) = s! \exp(-x) \sum_{k=0}^{s} x^k / k! \) if \( s \) is a non-negative integer. Moreover, each term in the summation \( \delta^{c+2} \cdot (c + 2)! \sum_{k=0}^{c+2} (1/\delta)^k / k! \) is \( o(1) \). Hence, the summation is \( O(1/\varepsilon^2) \). \( \square \)

By combining Theorems 7.8.1 and 7.8.13, we get the following.

**Theorem 7.8.14.** Let \( \varepsilon \in (0, 1) \) be a parameter. There exists an algorithm with approximation ratio \( 1 - \varepsilon \) and average sensitivity

\[\text{OPT}(G) \frac{\varepsilon}{1-\varepsilon} \cdot O\left(\left(\frac{\varepsilon}{1-\varepsilon} \cdot \log n\right)^{\frac{1}{1-\varepsilon}} + \frac{1}{\varepsilon^{c+1}}\right)\]

for \( c = O(1/\varepsilon^2) \).

**Proof.** Let \( f(G) = \frac{\text{OPT}^2}{m} \) and \( g(G) = \frac{\varepsilon}{1-\varepsilon} \cdot \log n + \left(\frac{m}{\varepsilon \text{OPT}}\right)^c \) for \( c = O(1/\varepsilon^2) \). Let \( \rho(G) \) denote \( \frac{g(G)}{f(G)+g(G)} \). Given a graph \( G = (V, E) \) as input and a parameter \( \varepsilon \in (0, 1) \), the algorithm guaranteed by the theorem first computes \( \text{OPT} \) and returns an arbitrary maximum matching if \( \text{OPT} < 2c \) or \( m < 2c \). Otherwise, it runs the algorithm given by Theorem 7.8.1 with probability \( \rho(G) \) and the algorithm given by Theorem 7.8.13 using the parameter \( \varepsilon \) with probability \( 1 - \rho(G) \).

We highlight the differences in the analysis when compared to the proof of Theorem 7.8.9, which arise only in the part where we analyze the average sensitivity for the case that \( \text{OPT} \geq 2c \) and \( m \geq 2c \). While bounding the second term of (7.7), the
bounds on \( f(G-e) \) that we use are identical to that in Claim 7.8.11. The following claim gives bounds for \( g(G-e) \).

**Claim 7.8.15.** For every graph \( G = (V, E) \) such that \( \text{OPT} \geq c + 1 \) and \( m \geq 2c \), and for every \( e \in E \),

\[
\left(1 - \frac{c}{m}\right) \cdot g(G) \leq g(G-e) \leq \left(1 + \frac{c}{\text{OPT} - c}\right) \cdot g(G).
\]

The proof of Claim 7.8.15 is nearly identical to that of Claim 7.8.10. In order to get the upper bound, we use the fact that \( (1 + x)^r \leq 1 + \frac{rx}{1-(r-1)x} \) for \( x \in [0, \frac{1}{r-1}] \) and \( r > 1 \).

Using these bounds, we can argue that \( \mathbb{E}_{e \sim E}[|\rho(G) - \rho(G-e)|] \leq \frac{3c}{\text{OPT} - c} \). Therefore, the second term of (7.7) can be bounded by \( \frac{3c}{\text{OPT} - c} \). This is \( O(1/\varepsilon^2) \), since \( \frac{\text{OPT}}{\text{OPT} - c} \leq 2 \) as \( \text{OPT} \geq 2c \).

To bound the first term of (7.7), we divide both the numerator and denominator by \( f(G)^{\frac{1}{c+1}} \cdot g(G)^{\frac{1}{c+1}} \) and upper bound the resulting fraction by its numerator \( g(G)^{\frac{1}{c+1}} \cdot f(G)^{\frac{1}{c+1}} \), which can be simplified to obtain the final upper bound on the average sensitivity.

\[\square\]

### 7.8.4 Lower bound

In this section, we show a lower bound of \( \Omega(n) \) for the problem of exactly computing the maximum matching in a graph.

**Theorem 7.8.16.** Every algorithm that exactly computes the maximum matching in a graph has average sensitivity \( \Omega(n) \).

**Proof.** Let \( n \in \mathbb{N} \) be even. Consider the cycle \( C_n \) on \( n \) vertices. \( C_n \) has exactly two maximum matchings \( M_1 \) and \( M_2 \) of size \( n/2 \) each. Both \( M_1 \) and \( M_2 \) consist of alternating edges of the cycle. Let \( A \) be an algorithm that outputs \( M_1 \) with probability
p and $M_2$ with probability $1 - p$. Assume, without loss of generality, that $p \geq \frac{1}{2}$. For every edge $e \in M_1$, the unique maximum matching in the odd-length path $G - e$ has Hamming distance $n - 1$ from $M_1$. Thus, for each $e \in M_1$, the earth mover’s distance between $A(G)$ and $A(G - e)$ is at least $\frac{n - 1}{2}$. Hence, the average sensitivity of $A$ is at least $\frac{1}{n} \sum_{e \in M_1} \frac{n - 1}{2} = \Omega(n)$.

## 7.9 MINIMUM VERTEX COVER

A vertex set $S \subseteq V$ in a graph $G = (V, E)$ is called a vertex cover if every edge in $E$ is incident to a vertex in $S$. In the minimum vertex cover problem, given a graph $G$, we want to compute a vertex cover of the minimum size. In this section, we discuss stable-on-average approximation algorithms for the minimum vertex cover problem.

In Section 7.9.1, we give an algorithm that reduces to the maximum matching problem and prove Theorem 7.9.1. Then, in Section 7.9.2, we show another algorithm based on a differentially private algorithm due to Gupta et al. (2010), which has a worse approximation ratio but could have a smaller average sensitivity compared to the first algorithm. In particular, we prove Theorem 7.9.2.

### 7.9.1 Reduction to the Maximum Matching Problem

It is well known that, for any maximal matching $M$, the vertex set consisting of all endpoints of edges in $M$ is a 2-approximate vertex cover. Based on this fact, we slightly modify Algorithm 7.4 to obtain a stable-on-average algorithm for the minimum vertex cover problem. Specifically, we show the following.

**Theorem 7.9.1.** Let $\varepsilon \in (0, 1)$. There exists a $(2 + \varepsilon)$-approximation algorithm for
the minimum vertex cover problem with average sensitivity

\[ O \left( \frac{1}{\varepsilon^{1/4}} \log^{1/4} n + \frac{1}{\varepsilon^{3/4}} \right). \]

In particular when \( \varepsilon = 1/\log^{1/4} n \), the average sensitivity is \( O(\OPT^{3/4} \log^{3/16} n) \).

Proof. Given a graph \( G = (V, E) \), let \( \text{MM} \) denote the size of a maximum matching in \( G \). Let \( A \) denote the algorithm given by Theorem 7.8.9. Our algorithm to approximate vertex cover is a slight modification of \( A \).

Recall that, on input \( G = (V, E) \) and parameter \( \varepsilon \in (0, 1/2) \), algorithm \( A \) runs one of the following algorithms. The first one, denoted by \( A_1 \), simply outputs a maximum matching in \( G \). The second one, denoted by \( A_2 \), does the following. If \( \text{MM} \leq \frac{1}{\varepsilon} + 1 \) or \( m \leq \frac{1}{2\varepsilon} \), it outputs an arbitrary maximum matching. Otherwise, \( A_2 \) constructs a graph \( [G]_L \) by removing vertices of degrees at least a threshold \( L \sim \text{Lap}(\tau, \delta \tau) \) and then applies the randomized greedy algorithm on \( [G]_L \), where \( \tau = \frac{2m}{\varepsilon \cdot \text{MM} - 1} \), and \( \delta = \frac{1}{2 \ln n} \).

Our modification to \( A \) is as follows. When we run \( A_1 \), we output the vertex set \( S \) consisting of the endpoints of the output matching. When we run \( A_2 \), we output the set \( T = T_1 \cup T_2 \), where \( T_1 \) is the set of endpoints of the matching and \( T_2 \) is the set of vertices removed by \( A_2 \).

Approximation guarantee: Clearly, \( S \) is a 2-approximate vertex cover. As \( T_1 \) is a vertex cover of \( [G]_L \), the set \( T \) is a vertex cover of \( G \). We now bound the expected size of \( T \). Let \( \OPT \) and \( \OPT([G]_L) \) be the sizes of minimum vertex covers in \( G \) and \( [G]_L \), respectively. Then, observing that \( \OPT \geq \OPT([G]_L) \geq |T_1|/2 \), we have \( \E[|T_1|] \leq 2\OPT \). We now bound \( \E[|T_2|] \). By Proposition 7.8.5, we know that the value of \( L < (1 - \frac{\ln 2}{2}) \cdot \tau \) with probability at most \( \frac{1}{n} \). Therefore, with probability at least \( 1 - \frac{1}{n} \), the number of vertices removed is at most \( \frac{m}{(1 - \ln 2/2) \cdot \tau} \) and with probability
at most $\frac{1}{n}$, the number of vertices removed is at most $n$. Therefore, the expected cardinality of $S_2$ is at most $\frac{m}{(2-\ln 2) \cdot \frac{1}{n}} \cdot (1 - \frac{1}{n}) + n \cdot \frac{1}{n}$, which is at most $2\varepsilon \text{OPT}$.

Note that $\frac{\text{OPT}}{2} \leq \text{MM} \leq \text{OPT}$ as the set of endpoints in a maximum matching is a 2-approximate vertex cover. Therefore, we can see that $\mathbb{E}[|T_2|] \leq 2\varepsilon \text{OPT}$. It follows that

\[
\mathbb{E}[|T|] = \mathbb{E}[|T_1|] + \mathbb{E}[|T_2|] \leq 2\text{OPT} + 2\varepsilon \cdot \text{OPT} = (2 + 2\varepsilon) \cdot \text{OPT}.
\]

Average sensitivity: The average sensitivity of $A_1$ even after the modification is $O\left(\frac{\text{OPT}^2}{m}\right)$, since outputting the endpoints of a matching instead of the matching itself can only affect the average sensitivity by a factor of at most 2.

We now bound the average sensitivity of $A_2$ after the modification. Consider a graph $G = (V, E)$. Let $A_2^i$ for $i \in [2]$ denote the algorithm that simulates the actions of $A_2$ and outputs only $T_i$. Let $H_{e, \pi}$ for $e \in E$ denote the Hamming distance between the outputs of $A_2$ on $G$ and $G^{-e}$ when run using the same random string $\pi \in \{0, 1\}^*$. Let $H_{e, \pi}^i$ for $i \in [2]$ and $e \in E$ denote the Hamming distance between the outputs of $A_2^{(i)}$ on $G$ and $G^{-e}$ when run using the same random string $\pi$. Since $T_1$ and $T_2$ are always disjoint, we have for all $e \in E$ and all $\pi \in \{0, 1\}^*$,

\[
H_{e, \pi} \leq H_{e, \pi}^1 + H_{e, \pi}^2.
\]

Therefore, the average sensitivity of $A_2$ is at most the sum of average sensitivities of $A_2^{(1)}$ and $A_2^{(2)}$.

The average sensitivity of $A_2^{(1)}$ is $O\left(\frac{\varepsilon}{1-\varepsilon} \cdot \log n + \frac{m^3}{\varepsilon^6 \text{MM}^3}\right)$, since outputting the endpoints of a matching does not change the average sensitivity asymptotically.

We now bound the average sensitivity of $A_2^{(2)}$. Note that the output of $A_2^{(2)}$ on a graph $G = (V, E)$ is fully characterized by the value of the Laplace random variable that is sampled. Fix $e \in E$. We bound the earth mover’s distance between $A_2^{(2)}(G)$
and $A_2^{(2)}(G^-e)$.

Let $f_G(x)$ and $f_{G-e}(x)$ denote the probability densities that $A_2^{(2)}$ samples the value $x$ as the threshold on inputs $G$ and $G^-e$, respectively. We start with the distribution $A_2^{(2)}(G)$. For each $x \in \mathbb{R}$, we retain a probability density of $\min\{f_{G-e}(x), f_G(x)\}$ at point $x$ at a cost of $2 \cdot \min\{f_{G-e}(x), f_G(x)\}$. The factor 2 comes from the fact that for the same value of random threshold, the sets output by $A_2^{(2)}$ on $G$ and $G^-e$ can differ in at most 2 vertices.

We also transport a probability density of $\max\{f_G(x) - f_{G-e}(x), 0\}$ to another point where there is a deficit in probability density. The cost of this transport equals to the transported probability density weighted by Hamming distance between the cardinality of outputs at the source and destination points. Let $\text{MM}_e$ denote the size of a maximum matching in $G^-e$. As we argued earlier, for the distribution $A_2^{(2)}(G)$, a probability of at least $1 - \frac{1}{n}$ is located on values of $x$ that would make the cardinality of output of $A_2^{(2)}$ at most $2\varepsilon\text{MM}$. Using the same argument, we can see that, for the distribution $A_2^{(2)}(G^-e)$, a probability of at least $1 - \frac{1}{n}$ is located on values of $x$ that would make the cardinality of output of $A_2^{(2)}$ at most $2\varepsilon\text{MM}_e \leq 2\varepsilon\text{MM}$. If a probability $p$ is transported from a source point with output size at most $2\varepsilon\text{MM}$ to a destination point with output size at most $2\varepsilon\text{MM}$, the cost of the transport is at most $p \cdot 4\varepsilon\text{MM}$. Only for a probability of at most $\frac{2}{n}$, the symmetric difference between the source and destination output sets is $\Omega(n)$ and hence, the cost of transport is at most 2. Thus, the earth mover’s distance between $A_2^{(2)}(G)$ and $A_2^{(2)}(G^-e)$ is at most $d_{TV}(L, L_e) \cdot 4\varepsilon\text{MM} + O(1)$.

Using Claim 7.8.7 and following the steps in the proof of Theorem 7.8.8, the average sensitivity of $A_2^{(2)}$ is bounded by $O\left(\frac{\varepsilon^2}{1-\varepsilon} \log n\right)$.

Hence, the average sensitivity of $A_2$ is $O\left(\frac{\varepsilon}{1-\varepsilon} \cdot \log n + \frac{m^3}{\varepsilon^5\text{MM}^2}\right)$. Following the
proof of Theorem 7.8.9 again, the overall average sensitivity is bounded by

\[
O \left( MM^{3/4} \left( \varepsilon^{1/4} \log^{1/4} n + \frac{1}{\varepsilon^{3/4}} \right) \right) = O \left( OPT^{3/4} \left( \varepsilon^{1/4} \log^{1/4} n + \frac{1}{\varepsilon^{3/4}} \right) \right).
\]

By replacing \( \varepsilon \) with \( \varepsilon/2 \) throughout, we get the approximation and average sensitivity guarantees given by the statement. \( \square \)

### 7.9.2 Algorithm based on a Differentially Private Algorithm

We consider another algorithm for the minimum vertex cover problem based on the differentially private algorithm due to Gupta et al. (2010) and show the following.

**Theorem 7.9.2.** Let \( \varepsilon \geq 0 \). There exists an algorithm for the minimum vertex cover problem with average sensitivity \( O(n^2/m^{1+\varepsilon}) \) and approximation ratio \( O(m^{1+\varepsilon} \log n) \).

The algorithm of Gupta et al. (2010) is based on the simple (non-private) 2-approximation algorithm due to Pitt (1985) that repeatedly selects a vertex at random with probability proportional to its degree with respect to the uncovered edges and adds the sampled vertex to the solution. To make this algorithm differentially private, Gupta et al. (2010) mixed the distribution with a uniform distribution, using a weight that grows as the number of remaining vertices decreases. Our algorithm, shown in Algorithm 7.6, is similar to theirs though our choice of weights is different.

We will show that Algorithm 7.6 has approximation ratio \( O((m^{1+\varepsilon} \log n)/n) \) and average sensitivity \( O(n^2/m^{1+\varepsilon}) \). Although the approximation ratio is worse than that discussed in Section 7.9.1, the present one has a better sensitivity. In what follows, for simplicity, we assume \( n \leq m^{1+\varepsilon} \).

**Lemma 7.9.3.** The approximation ratio of Algorithm 7.6 is \( O((m^{1+\varepsilon} \log n)/n) \).
Algorithm 7.6 Averagely Stable Algorithm for Vertex Cover

Input: Graph $G = (V, E)$ and parameter $\varepsilon \geq 0$

1: Let $G_1 = (V_1, E_1) \leftarrow G$, and $S \leftarrow \emptyset$.
2: for $i = 1, \ldots, n$ do
3: $w_i \leftarrow 2m^{1+\varepsilon}/(n - i + 1)$
4: Sample a vertex $v \in V(G_i)$ with probability proportional to $d_{G_i}(v) + w_i$.
5: if $d_{G_i}(v) \geq 1$ then
6: $S \leftarrow S \cup \{v\}$.
7: $G_{i+1} \leftarrow$ the graph obtained from $G_i$ by removing $v$ and incident edges.
8: return $S$.

Proof. It is shown by Gupta et al. (2010) that the approximation ratio is $2 + (2/n) \sum_{i=1}^{n} w_i$, which is

$$2 + \frac{2}{n} \sum_{i=1}^{n} \frac{2m^{1+\varepsilon}}{n - i + 1} = O\left(\frac{m^{1+\varepsilon} \log n}{n}\right).$$

Lemma 7.9.4. The average sensitivity of Algorithm 7.6 is $O(n^2/m^{1+\varepsilon})$.

Proof. For a while, we fix a graph $G = (V, E)$ and an edge $e \in E$. To analyze the sensitivity of Algorithm 7.6, we focus on the vertex ordering $\pi = (v_1, \ldots, v_n)$, where $v_i$ $(i = 1, \ldots, n)$ is the vertex sampled at the $i$-th step. Note that the output set is fully determined by $\pi$. Let $p_G(\pi)$ and $p_{G-e}(\pi)$ denote the probabilities that Algorithm 7.6 samples the vertex ordering $\pi$ on inputs $G$ and $G-e$, respectively. Then, we can bound the earth mover’s distance between $\mathcal{A}(G)$ and $\mathcal{A}(G-e)$, where $\mathcal{A}$ is Algorithm 7.6, as follows. For each vertex ordering $\pi$, we retain a mass of $p_G(\pi)$ at a cost of $1 \cdot p_G(\pi)$ (the output sets can have a Hamming distance of 1 even if the vertex orderings generated are the same) and bring in a “remaining” mass of $\max\{0, p_{G-e}(\pi) - p_G(\pi)\}$ from other points where there is excess probability mass. The second step costs at most $n \cdot \max\{0, p_{G-e}(\pi) - p_G(\pi)\}$.

We now bound $p_{G-e}(\pi) - p_G(\pi)$. Let $k_e \in [n]$ be such that the first endpoint of $e$ in $\pi$ occurs in the $k_e$-th position in $\pi$. As long as $e$ is fixed, we write $k$ instead
for simplicity. Let \( G_i \) and \( G'_i \) be the graphs at the beginning of the \( i \)-th step of Algorithm 7.6 on \( G \) and \( G^{-e} \), respectively. Let \( m_i \) and \( m'_i \) be the number of edges in \( G_i \) and \( G'_i \), respectively. Note that \( m_i = m'_i + 1 \) for \( i \leq k \) and \( m_i = m'_i \) for \( i > k \). For a vertex \( v \in V \), let \( d_i(v) \) and \( d'_i(v) \) denote the degrees of \( v \) in \( G_i \) and \( G'_i \), respectively. Note that \( d_i(v_i) = d'_i(v_i) \) for \( i \neq k \) and \( d_k(v_k) = d'_k(v_k) + 1 \). Now, we have

\[
p_{G^{-e}}(\pi) - p_{G}(\pi)
= \prod_{i=1}^{n} \frac{d'_i(v_i) + w_i}{(n - i + 1)w_i + 2m'_i} - \prod_{i=1}^{n} \frac{d_i(v_i) + w_i}{(n - i + 1)w_i + 2m_i}
= \prod_{i=k+1}^{n} \frac{d'_i(v_i) + w_i}{(n - i + 1)w_i + 2m_i}
\left[ \prod_{i=1}^{k} \frac{d'_k(v_k) + w_k}{(n - i + 1)w_i + 2m'_i} - \frac{d_k(v_k) + w_k}{(n - i + 1)w_i + 2m_i} \right]
= \prod_{i=k+1}^{n} \frac{d'_i(v_i) + w_i}{(n - i + 1)w_i + 2m_i}
\left[ \prod_{i=1}^{k} \frac{d'_k(v_k) - 1 + w_k}{(n - i + 1)w_i + 2m'_i} - \frac{d_k(v_k) + w_k}{(n - i + 1)w_i + 2m_i} \right]
\]

Let \( Z_\pi \) and \( Z'_\pi \) stand for \( \prod_{i \leq k} (n - i + 1)w_i + 2m_i \) and \( \prod_{i \leq k} (n - i + 1)w_i + 2m_i - 2 \), respectively. The expression inside the square brackets can be written as

\[
(d_k(v_k) + w_k) \left( \frac{1}{Z'_\pi} - \frac{1}{Z_\pi} \right) - \frac{1}{Z'_\pi}.
\]

Let \( t_i \) stand for \( (n - i + 1)w_i + 2m_i \) for all \( i \leq k \). By using the identity

\[
\prod_{i=1}^{n} x_i - \prod_{i=1}^{n} y_i = \sum_{i=1}^{n} (x_i - y_i) \cdot \prod_{j=1}^{i-1} x_j \cdot \prod_{j=i+1}^{n} y_j,
\]

we can rewrite \( \frac{1}{Z'_\pi} - \frac{1}{Z_\pi} \) as follows.
\[
\frac{1}{Z'_\pi} - \frac{1}{Z_\pi} = \sum_{i=1}^{k} \left( \prod_{j=1}^{i-1} \frac{1}{t_j - 2} \right) \left( \frac{1}{t_i - 2} - \frac{1}{t_i} \right) \left( \prod_{j=i+1}^{k} \frac{1}{t_j} \right) \\
= 2 \sum_{i=1}^{k} \left( \prod_{j=1}^{i} \frac{1}{t_j - 2} \right) \left( \prod_{j=i}^{k} \frac{1}{t_j} \right) \\
\leq 2 \prod_{i=1}^{k} \frac{1}{t_i - 2} \sum_{i=1}^{k} \frac{1}{t_i} = \frac{2}{Z'_\pi} \sum_{i=1}^{k} \frac{1}{t_i} = \frac{2 \cdot Z_\pi}{Z'_\pi} \cdot \sum_{i=1}^{k} \frac{1}{t_i}.
\]

Note that

\[
\frac{Z_\pi}{Z'_\pi} = \prod_{i=1}^{k} \frac{(n - i + 1)w_i + 2m_i}{(n - i + 1)w_i + 2m_i - 2} = \prod_{i=1}^{k} \left( 1 + \frac{2}{(n - i + 1)w_i + 2m_i - 2} \right)
\leq \exp \left( \sum_{i=1}^{k} \frac{2}{(n - i + 1)w_i + 2m_i - 2} \right) = \exp \left( \sum_{i=1}^{k} \frac{2}{2m^{1+\varepsilon} + 2m_i - 2} \right)
\leq \exp \left( \frac{n}{m^{1+\varepsilon}} \right) \leq e. \quad (\because n \leq m^{1+\varepsilon})
\]

Combining all of the above, we get,

\[
p_{G^{-\varepsilon}}(\pi) - p_G(\pi) = \frac{\prod_{i \in [n]: i \neq k} d_i(v_i) + w_i}{\prod_{i=k+1}^{n} (n - i + 1)w_i + 2m_i} \left[ (d_k(v_k) + w_k) \left( \frac{1}{Z'_\pi} - \frac{1}{Z_\pi} \right) - \frac{1}{Z'_\pi} \right] \\
\leq \frac{\prod_{i \in [n]: i \neq k} d_i(v_i) + w_i}{\prod_{i=k+1}^{n} (n - i + 1)w_i + 2m_i} \left[ (d_k(v_k) + w_k) \left( \frac{2}{Z_\pi} \cdot \frac{Z_\pi}{Z'_\pi} \cdot \sum_{i \leq k} \frac{1}{t_i} \right) \right] \\
\leq 2ep_G(\pi) \sum_{i \leq k} \frac{1}{t_i}.
\]

Now, we take the average over \( e \in E \).

\[
\mathbb{E}_e [p_{G^{-\varepsilon}}(\pi) - p_G(\pi)] \leq \frac{1}{m} \sum_{e \in E} \left( 2ep_G(\pi) \sum_{i=1}^{k \leq i} \frac{1}{t_i} \right) = \frac{2ep_G(\pi)}{m} \sum_{j=1}^{n} \left( d_j(v_j) \sum_{i=1}^{j} \frac{1}{t_i} \right)
\leq \frac{2ep_G(\pi)}{m} \sum_{i=1}^{n} \frac{1}{t_i} \sum_{j=i}^{n} d_j(v_j) = \frac{2ep_G(\pi)}{m} \sum_{i=1}^{n} \frac{m_i}{t_i}.
\]
Then, the average sensitivity is bounded by

\[
1 + n \sum_\pi \mathbb{E}_e [p_{G-e}(\pi) - p_G(\pi)] = 1 + \sum_\pi \frac{en^2 p_G(\pi)}{m^{1+\varepsilon}} = O\left(\frac{n^2}{m^{1+\varepsilon}}\right). \quad \square
\]

### 7.10 2-COLORING

In the 2-coloring problem, given a bipartite graph \( G = (V, E) \), we are to output a (proper) 2-coloring on \( G \), that is, an assignment \( f : V \rightarrow \{0, 1\} \) such that \( f(u) \neq f(v) \) for every edge \((u, v) \in E\). Clearly this problem can be solved in linear time. In this section, however, we show that there is no stable-on-average algorithm for the 2-coloring problem.

**Theorem 7.10.1.** Any (randomized) algorithm for the 2-coloring problem has average sensitivity \( \Omega(n) \).

**Proof.** Suppose that there is a (randomized) algorithm \( A \) whose average sensitivity is at most \( \beta n \) for \( \beta < 1/256 \). In what follows, we assume that \( n \), that is, the number of vertices in the input graph, is a multiple of 16.

Let \( \mathcal{P}_n \) be the family of all possible paths on \( n \) vertices, and let \( \mathcal{Q}_n \) be the family of all possible graphs on \( n \) vertices consisting of two paths. Note that \( |\mathcal{P}_n| = n!/2 \) and \( |\mathcal{Q}_n| = (n - 1)n!/4 \). Consider a bipartite graph \( H = (\mathcal{P}_n, \mathcal{Q}_n; E) \), where a pair \((P, Q)\) is in \( E \) if and only if \( Q \) can be obtained by removing an edge in \( P \). Note that each \( P \in \mathcal{P}_n \) has \( n - 1 \) neighbors in \( H \) and each \( Q \in \mathcal{Q}_n \) has four neighbors in \( H \).

We say that an edge \((P, Q) \in E\) is intimate if \( \text{d}_{\text{EM}}(A(P), A(Q)) \leq 8\beta n \). We observe that for every \( P \in \mathcal{P}_n \), at least a 7/8-fraction of the edges incident to \( P \) are
intimate; otherwise

$$\mathbb{E}_{e \in E(P)} \left[ d_{EM}(A(P), A(P - e)) \right] > \frac{1}{8} \cdot 8\beta n = \beta n,$$

which is a contradiction, where $E(P)$ denotes the set of edges in $P$.

We say that a graph $Q \in Q_n$ is heavy if both components of $Q$ have at least $n/16$ vertices, and say that an edge $(P, Q) \in E$ is heavy if $Q$ is heavy. We observe that for every $P \in P_n$, at least a $7/8$-fraction of the edges incident to $P$ are heavy.

We say that an edge $(P, Q) \in E$ is good if it is intimate and heavy. Observe that for every $P \in P_n$, by the union bound, at least a $3/4$-fraction of the edges incident to $P$ are good. In particular, this means that the fraction of good edges in $H$ is at least $3/4$. Hence, there exists $Q^* \in Q_n$ that has at least three good incident edges; otherwise the fraction of good edges in $H$ is at most $2/4 = 1/2$, which is a contradiction.

Let $f_1, \ldots, f_4$ be the four 2-colorings of $Q^*$. As $Q^*$ has three good incident edges, without loss of generality, there are adjacent paths $P_1, P_2 \in P_n$ such that both $(P_1, Q^*)$ and $(P_2, Q^*)$ are good, and there is no assignment that is a 2-coloring for both $P_1$ and $P_2$. Without loss of generality, we assume that $f_1, f_2$ are 2-colorings of $P_1$, and $f_3, f_4$ are 2-colorings of $P_2$. Note that $d_{Ham}(f_i, f_j) \geq n/16$ for $i \neq j$ because $Q$ is heavy. Let $q_i = \Pr[A(Q^*) = f_i]$ for $i \in [4]$. As the edge $(P_1, Q^*)$ is intimate, we have

$$8\beta n \geq d_{EM}(A(P_1), A(Q^*))$$

$$\geq \frac{n}{16} \left( |\Pr[A(P_1) = f_1] - q_1| + |\Pr[A(P_1) = f_2] - q_2| + q_3 + q_4 \right)$$

$$= \frac{n}{16} \left( |\Pr[A(P_1) = f_1] - q_1| + |\Pr[A(P_1) = f_2] - q_2| + 1 - q_1 - q_2 \right)$$

and hence we must have $q_1 + q_2 \geq 1 - 128\beta$. Considering $d_{EM}(A(P_2), A(Q^*))$, we also
have $q_3 + q_4 \geq 1 - 128\beta$. However,

$$1 = q_1 + q_2 + q_3 + q_4 \geq (1 - 128\beta) + (1 - 128\beta) = 2 - 256\beta > 1$$

as $\beta < 1/256$, which is a contradiction.

7.11 GENERAL RESULTS ON AVERAGE SENSITIVITY

In this section, we state and prove some basic properties of average sensitivity and show that locality guarantees of solutions output by an algorithm imply low average sensitivity for that algorithm.

7.11.1 $k$-Average Sensitivity from Average Sensitivity

In this section, we prove Theorem 7.2.1, which says that, if an algorithm is stable-on-average against deleting a single edge, it is also stable-on-average against deleting multiple edges. We restate the theorem here.

**Theorem 7.2.1.** Let $\mathcal{A}$ be an algorithm for a graph problem with the average sensitivity given by $f(n, m)$. Then, for any integer $k \geq 1$, the algorithm $\mathcal{A}$ has $k$-average sensitivity at most $\sum_{i=1}^{k} f(n, m - i + 1)$.

Proof. We have

$$\mathbb{E}_{\{e_1, \ldots, e_k\} \sim \binom{E}{k}} \left[ d_{EM}(\mathcal{A}(G), \mathcal{A}(G - \{e_1, \ldots, e_k\})) \right]$$

$$\leq \mathbb{E}_{\{e_1, \ldots, e_k\} \sim \binom{E}{k}} \left[ \sum_{i=1}^{k} d_{EM}(\mathcal{A}(G - \{e_1, \ldots, e_{i-1}\}), \mathcal{A}(G - \{e_1, \ldots, e_i\})) \right]$$

$$= \mathbb{E}_{e_1 \sim E} \left[ d_{EM}(\mathcal{A}(G), \mathcal{A}(G - \{e_1\})) \right] + \mathbb{E}_{e_2 \sim E} \left[ d_{EM}(\mathcal{A}(G - \{e_1\}), \mathcal{A}(G - \{e_1, e_2\})) \right] + \cdots + \mathbb{E}_{e_k \sim E} \left[ d_{EM}(\mathcal{A}(G - \{e_1, \ldots, e_{k-1}\}), \mathcal{A}(G - \{e_1, \ldots, e_k\})) \right].$$
\[= f(n, m) + \mathbb{E}_{e_1 \sim E} \left[ \beta(G - \{e_1\}) + \mathbb{E}_{e_2 \sim E} \left[ \beta(G - \{e_1, e_2\}) + \cdots 
\right. \right. \\
\left. \left. + \mathbb{E}_{e_{k-1} \sim E} \left[ \beta(G - \{e_1, \ldots, e_{k-1}\}) \right] \right] \right] \\
\leq \sum_{i=1}^{k} f(n, m - i + 1). \]

Here, the first inequality is due to the triangle inequality. \hfill \square

### 7.11.2 Sequential Composition

In this section, we state and prove our two sequential composition theorems Theorem 7.2.2 and Theorem 7.2.3.

**Theorem 7.2.2** (Sequential composition). Consider two randomized algorithms \(A_1 : G \rightarrow S_1, A_2 : G \times S_1 \rightarrow S_2\). Suppose that the average sensitivity of \(A_1\) with respect to the total variation distance is \(\gamma_1\) and the average sensitivity of \(A_2(\cdot, S_1)\) is \(\beta_2^{(S_1)}\) for any \(S_1 \in S_1\). Let \(A : G \rightarrow S_2\) be a randomized algorithm obtained by composing \(A_1\) and \(A_2\), that is, \(A(G) = A_2(G, A_1(G))\). Then, the average sensitivity of \(A\) is

\[H \cdot \gamma_1(G) + \mathbb{E}_{S_1 \sim A_1(G)} \left[ \beta_2^{(S_1)}(G) \right],\]

where \(H\) denotes the maximum Hamming weight among those of solutions obtained by running \(A\) on \(G\) and \(G^{-e}\) over all \(e \in E\).

**Proof.** Consider \(G = (V, E)\) and let \(e \in E\). We bound the earth mover’s distance between \(A(G)\) and \(A(G^{-e})\) as follows. For a distribution \(D\), we use \(f_D\) to denote its probability mass function. We know that for all \(S_1 \in S_1\) and \(S_2 \in S_2\)

\[f_{(A_1(G), A_2(G, S_1))}(S_1, S_2) = f_{A_1(G)}(S_1) \cdot f_{A_2(G, S_1)}(S_2),\]

where \((A_1(G), A_2(G, S_1))\) denotes the joint distribution of \(A_1(G)\) and \(A_2(G, S_1)\). Fix \(S_1 \in S_1\). For \(S_2 \in S_2\), we transform probabilities of the form \(f_{(A_1(G), A_2(G, S_1))}(S_1, S_2)\) to \(f_{A_1(G)}(S_1) \cdot f_{A_2(G^{-e}, S_1)}(S_2)\), for a total cost of \(f_{A_1(G)}(S_1) \cdot d_{EM}(A_2(G, S_1), A_2(G^{-e}, S_1))\).
We can now, for each $S_1 \in S_1$ and $S_2 \in S_2$, transform the probability $f_{A_1(G)}(S_1) \cdot f_{A_2(G^e,S_1)}(S_2)$ into $f_{A_1(G^e)}(S_1) \cdot f_{A_2(G^e,S_1)}(S_2)$ at cost at most $d_{TV}(A_1(G), A_1(G^e)) \cdot H$, where $H$ denotes the maximum Hamming weight among those of solutions obtained by running $A$ on $G$ and $\{G^e\}_{e \in E}$. Thus, the earth mover’s distance between $A(G)$ and $A(G^e)$ is at most

$$d_{TV}(A_1(G), A_1(G^e)) \cdot H + \int_{S_1} f_{A_1(G)}(S_1) \cdot d_{EM}(A_2(G, S_1), A_2(G^e, S_1)) \, dS_1.$$ 

Hence, the average sensitivity of $A$ can be bounded as:

$$E_{e \sim E} \left[ d_{EM}(A(G), A(G^e)) \right]$$

$$\leq H \cdot E_{e \sim E} \left[ d_{TV}(A_1(G), A_1(G^e)) \right]$$

$$+ E_{e \sim E} \left[ \int_{S_1} f_{A_1(G)}(S_1) \cdot d_{EM}(A_2(G, S_1), A_2(G^e, S_1)) \, dS_1 \right]$$

$$\leq H \cdot \gamma_1(G) + E_{S_1 \sim A_1(G)} \left[ d_{EM}(A_2(G, S_1), A_2(G^e, S_1)) \right]$$

$$= H \cdot \gamma_1(G) + E_{S_1 \sim A_1(G)} \left[ E_{e \sim E} d_{EM}(A_2(G, S_1), A_2(G^e, S_1)) \right]$$

$$= H \cdot \gamma_1(G) + E_{S_1 \sim A_1(G)} \left[ \beta_2^{(S_1)}(G) \right].$$

We are able to interchange the order of expectations because of Fubini’s theorem (Fubini (1907)).

The following theorem states the composition of average sensitivity with respect to the total variation distance.

**Theorem 7.2.3** (Sequential composition w.r.t. the TV distance). Consider $k$ randomized algorithms $A_i : G \times \prod_{j=1}^{i-1} S_j \rightarrow S_i$ for $i \in [k]$. Suppose that, for each $i \in [k]$, the average sensitivity of $A_i(\cdot, S_1, \ldots, S_{i-1})$ is $\gamma_i$ with respect to the total variation
distance for every $S_1 \in S_1, \ldots, S_{i-1} \in S_{i-1}$. Consider a sequence of computations $S_1 = \mathcal{A}_1(G), S_2 = \mathcal{A}_2(G, S_1), \ldots, S_k = \mathcal{A}_k(G, S_1, \ldots, S_{k-1})$. Let $\mathcal{A} : G \to S_k$ be a randomized algorithm that performs this sequence of computations on input $G$ and outputs $S_k$. Then, the average sensitivity of $\mathcal{A}$ with respect to the total variation distance is at most $\sum_{i=1}^{k} \gamma_i(G)$.

Theorem 7.2.3 can be immediately obtained by iteratively applying Lemma 7.11.1.

Lemma 7.11.1. Consider two randomized algorithms $\mathcal{A}_1 : G \to S_1, \mathcal{A}_2 : G \times S_1 \to S_2$ for a graph problem. Suppose that the average sensitivity of $\mathcal{A}_1$ is $\gamma_1(G)$ and the average sensitivity of $\mathcal{A}_2(\cdot, S_1)$ is $\gamma_2(G)$ for any $S_1 \in S_1$, both with respect to the total variation distance. Let $\mathcal{A} : G \to S_2$ be a randomized algorithm obtained by composing $\mathcal{A}_1$ and $\mathcal{A}_2$, that is, $\mathcal{A}(G) = \mathcal{A}_2(G, \mathcal{A}_1(G))$. Then, the average sensitivity of $\mathcal{A}$ is $\gamma_1(G) + \gamma_2(G)$ with respect to the total variation distance.

Proof. For a distribution $\mathcal{D}$, we use $f_\mathcal{D}$ to denote its probability mass function. Consider a graph $G = (V, E)$. Note that

$$f_{\mathcal{A}(G)}(S_2) = \int_{S_1} f_{\mathcal{A}_2(G, S_1)}(S_2) f_{\mathcal{A}_1(G)}(S_1) \, dS_1.$$ 

Then we have that, for $e \in E$,

$$d_{TV}(\mathcal{A}(G), \mathcal{A}(G^e))$$

$$= \frac{1}{2} \int_{S_2} \left| \int_{S_1} f_{\mathcal{A}_2(G, S_1)}(S_2) f_{\mathcal{A}_1(G)}(S_1) \, dS_1 - \int_{S_1} f_{\mathcal{A}_1(G^e, S_1)}(S_2) f_{\mathcal{A}_1(G)}(S_1) \, dS_1 \right| \, dS_2$$

$$= \frac{1}{2} \int_{S_2} \left| \int_{S_1} f_{\mathcal{A}_2(G, S_1)}(S_2) \left( f_{\mathcal{A}_1(G)}(S_1) - f_{\mathcal{A}_1(G^e)}(S_1) \right) \, dS_1 \right. - \left. \int_{S_1} \left( f_{\mathcal{A}_2(G^e, S_1)}(S_2) - f_{\mathcal{A}_2(G, S_1)}(S_2) \right) f_{\mathcal{A}_1(G^e)}(S_1) \, dS_1 \right| \, dS_2$$
\[\begin{align*}
&\leq \frac{1}{2} \int_{S_1} \left| f_{A_1(G)}(S_1) - f_{A_1(G^{-e})}(S_1) \right| \, dS_1 \cdot \int_{S_2} f_{A_2(G,S_1)}(S_2) \, dS_2 + \\
&\quad \int_{S_1} f_{A_1(G^{-e})}(S_1) \, dS_1 \cdot \frac{1}{2} \int_{S_2} \left| f_{A_2(G^{-e},S_1)}(S_2) - f_{A_2(G,S_1)}(S_2) \right| \, dS_2 \\
&= \frac{1}{2} \int_{S_1} \left| f_{A_1(G)}(S_1) - f_{A_1(G^{-e})}(S_1) \right| \, dS_1 + \\
&\quad \int_{S_1} f_{A_1(G^{-e})}(S_1) \, dS_1 \cdot \frac{1}{2} \int_{S_2} \left| f_{A_2(G^{-e},S_1)}(S_2) - f_{A_2(G,S_1)}(S_2) \right| \, dS_2 \\
&= d_{TV}(A_1(G), A_1(G^{-e})) + \int_{S_1} f_{A_1(G^{-e})}(S_1) \cdot d_{TV}(A_2(G,S_1), A_2(G^{-e}, S_1)) \, dS_1.
\end{align*}\]

Hence, the average sensitivity of \( A \) with respect to the total variation distance can be bounded as,

\[\begin{align*}
\mathbb{E}_{e \sim E} \left[ d_{TV}(A(G), A(G^{-e})) \right] \\
\leq \mathbb{E}_{e \sim E} \left[ d_{TV}(A_1(G), A_1(G^{-e})) \right] \\
\quad + \mathbb{E}_{e \sim E} \left[ \int_{S_1} f_{A_1(G^{-e})}(S_1) \cdot d_{TV}(A_2(G,S_1), A_2(G^{-e}, S_1)) \, dS_1 \right] \\
\leq \gamma_1(G) + \int_{S_1} f_{A_1(G^{-e})}(S_1) \, dS_1 \cdot \gamma_2(G) \\
= \gamma_1(G) + \gamma_2(G).
\]

7.11.3 Parallel Composition

In this section, we prove Theorem 7.2.4, which bounds the average sensitivity of an algorithm obtained by running different algorithms according to a distribution in terms of the average sensitivities of the component algorithms. We restate the theorem here.
Theorem 7.2.4 (Parallel composition). Let $A_1, A_2, \ldots, A_k$ be algorithms for a graph problem with average sensitivity $\beta_1, \beta_2, \ldots, \beta_k$, respectively. Let $A$ be an algorithm that, given a graph $G$, runs $A_i$ with probability $\rho_i(G)$ for $i \in [k]$, where $\sum_{i \in [k]} \rho_i(G) = 1$. Let $H$ denote the maximum Hamming weight among the solutions obtained by running $A$ on $G$ and $\{G^{-e}\}_{e \in E}$. Then the average sensitivity of $A$ is at most

$$\sum_{i \in [k]} \rho_i(G) \cdot \beta_i(G) + H \cdot \mathbb{E}_{e \sim E} \left[ \sum_{i \in [k]} |\rho_i(G) - \rho_i(G^{-e})| \right].$$

Proof. Consider a graph $G = (V, E)$. For a solution $S$, let $p^G(S)$ denote the probability that $S$ is output on input $G$ by $A$. Let $p_i^G(S)$ denote the probability that $S$ is output on input $G$ by $A_i$. For every solution $S$, we know that $p^G(S) = \sum_{i \in [k]} \rho_i(G) \cdot p_i^G(S)$.

Let $A(G)$ denote the output distribution of $A$ on $G$. Fix $e \in E$. We first bound the earth mover’s distance between $A(G)$ and $A(G^{-e})$. In order to transform $A(G)$ into $A(G^{-e})$, we first transform $p^G(S)$, for each solution $S$, into $\sum_{i \in [k]} \rho_i(G) \cdot p_i^{G^{-e}}(S)$. This can be done at a cost of at most $\sum_{i \in [k]} \rho_i(G) \cdot d_{EM}(A_i(G), A_i(G^{-e}))$.

We now convert $\sum_{i \in [k]} \rho_i(G) \cdot p_i^{G^{-e}}(S)$, for each solution $S$, into $\sum_{i \in [k]} \rho_i(G^{-e}) \cdot p_i^{G^{-e}}(S)$ at a cost of at most $2H \cdot \frac{1}{2} \sum_{i \in [k]} |\rho_i(G) - \rho_i(G^{-e})|$, where $\frac{1}{2} \sum_{i \in [k]} |\rho_i(G) - \rho_i(G^{-e})|$ is the total variation distance between the probability distributions with which $A$ selects the algorithms on inputs $G$ and $G^{-e}$. Hence, the average sensitivity of $A$ is at most

$$\sum_{i \in [k]} \rho_i(G) \cdot \beta_i(G) + H \cdot \mathbb{E}_{e \sim E} \left[ \sum_{i \in [k]} |\rho_i(G) - \rho_i(G^{-e})| \right].$$

We separately state the special case of Theorem 7.2.4 for $k = 2$.

Theorem 7.11.2. Let $A_1$ and $A_2$ be two algorithms for a graph problem with average sensitivities $\beta_1(G)$ and $\beta_2(G)$, respectively. Let $A$ be an algorithm that, given a graph $G$, runs $A_1$ with probability $\rho(G)$ and runs $A_2$ with the remaining probability. Let $H$ denote the maximum Hamming weight among those of solutions obtained by running
\( \mathcal{A} \) on \( G \) and \( \{G^{-e}\}_{e \in E} \). Then the average sensitivity of \( \mathcal{A} \) is at most \( \rho(G) \cdot \beta_1(G) + (1 - \rho(G)) \cdot \beta_2(G) + 2H \cdot \mathbb{E}_{e \sim E} [||\rho(G) - \rho(G^{-e})||] \).

### 7.11.4 Locality Implies Low Average Sensitivity

In this section, we prove Theorem 7.2.5, which shows that the existence of an oracle that can simulate access to the solution of a global algorithm \( \mathcal{A} \) implies that the average sensitivity of \( \mathcal{A} \) is bounded by the query complexity of that oracle.

**Theorem 7.2.5** (Locality implies low average sensitivity). Consider a randomized algorithm \( \mathcal{A} : G \rightarrow S \) for a graph problem, where each solution output by \( \mathcal{A} \) is a subset of the set of edges of the input graph. Assume that there exists an oracle \( \mathcal{O} \) satisfying the following:

- when given access to a graph \( G = (V, E) \) and query \( e \in E \), the oracle generates a random string \( \pi \in \{0, 1\}^{r(|V|)} \) and outputs whether \( e \) is contained in the solution obtained by running \( \mathcal{A} \) on \( G \) with \( \pi \) as its random string,

- the oracle \( \mathcal{O} \) makes at most \( q(G) \) queries to \( G \) in expectation, where this expectation is taken over the random coins of \( \mathcal{A} \) and a uniformly random query \( e \in E \).

Then, \( \mathcal{A} \) has average sensitivity at most \( q(G) \).

Moreover, given the promise that the input graphs satisfy \( |E| \geq |V| \), the statement applies also to algorithms for which each solution is a subset of the vertex set of the input graph.

**Proof.** We prove the theorem for the case that solutions output by \( \mathcal{A} \) are subsets of edges of the input graph. It can be easily modified to work for the case that the solutions output by \( \mathcal{A} \) are subsets of vertices of the input graph in which case, we will use the technical condition that \( n \leq m \).
Without loss of generality, assume that $\mathcal{A}$ uses $r(n)$ random bits when run on graphs of $n$ vertices\footnote{If $r(G)$ is the length of the random string used for $G$, we can simply set $r(n) = \max\{r(G) : G = (V, E), |V| = n\}$. If we do not need $r(n)$ bits for some particular graph $G$ on $n$ vertices, we can just throw away the unused bits.}. Consider a graph $G = (V, E)$ that $\mathcal{O}$ gets access to. For $e \in E$ and a string $\pi \in \{0, 1\}^{r(n)}$, let $Q_{e, \pi}$ denote the set of edges in $E$ queried by $\mathcal{O}$ on input $e$, while simulating the run of $\mathcal{A}$ with $\pi$ as the random string. The set $Q_{e, \pi}$ denotes the set of edges $e'$ such that the status of $e$ in the solutions output by $\mathcal{A}$ with randomness $\pi$ on inputs $G$ and $G^{-e'}$ could be different. For each edge $e' \in E$ and string $\pi \in \{0, 1\}^{r(n)}$, define $R_{e', \pi}$ as the set of edges $e \in E$ such that $e' \in Q_{e, \pi}$.

By definition, for each $\pi \in \{0, 1\}^{r(n)}$, we have \[ \sum_{e' \in E} |R_{e', \pi}| = \sum_{e \in E} |Q_{e, \pi}|. \] Hence we have:

\[
\sum_{\pi \in \{0, 1\}^{r(n)}} \sum_{e \in E} |R_{e, \pi}| = \sum_{\pi \in \{0, 1\}^{r(n)}} \sum_{e \in E} |Q_{e, \pi}|,
\]

and

\[
\mathbb{E}_{\pi \in \{0, 1\}^{r(n)}} \mathbb{E}_{e \sim E} |R_{e, \pi}| \leq \mathbb{E}_{\pi \in \{0, 1\}^{r(n)}} \mathbb{E}_{e \sim E} |Q_{e, \pi}| \leq q(G),
\]

where the last inequality follows from our assumption on $\mathcal{O}$.

For $\pi \in \{0, 1\}^{r(n)}$ and $e \in E$, the set $R_{e, \pi}$ contains the set of edges whose presence in the solution could be affected by the removal of $e$ from $G$. Therefore, it is a superset of the set of edges contained in the symmetric difference between the outputs of $\mathcal{A}$ on inputs $G$ and $G^{-e}$ when run with $\pi$ as the random string.

Let $\mathcal{H}_{\mathcal{A}, \pi}(G, G')$ denote the Hamming distance between the outputs of the algorithm $\mathcal{A}$ on inputs $G$ and $G'$ when run with $\pi$ as the random string. As per this notation, for each $e \in E$,

\[
\mathbb{E}_{\pi \in \{0, 1\}^{r(n)}} \mathcal{H}_{\mathcal{A}, \pi}(G, G^{-e}) \leq \mathbb{E}_{\pi \in \{0, 1\}^{r(n)}} |R_{e, \pi}|.
\]
The following claim relates the quantity on the left hand side of the above inequality with the average sensitivity of $\mathcal{A}$.

**Claim 7.11.3.** The average sensitivity of $\mathcal{A}$ is bounded as

$$
\beta(G) \leq \mathbb{E}_{e \in E(G)} \mathbb{E}_{\pi \in \{0,1\}^{r(n)}} \mathcal{H}_{\mathcal{A},\pi}(G, G^{-e}).
$$

**Proof.** Fix $G \in \mathcal{G}$ and $e \in E(G)$. We first bound the earth mover’s distance between $\mathcal{A}(G)$ and $\mathcal{A}(G^{-e})$, where $\mathcal{A}(G)$ and $\mathcal{A}(G^{-e})$ are the output distributions of $\mathcal{A}$ on inputs $G$ and $G^{-e}$, respectively. For $S \in \mathcal{S}$, let $p_G(S)$ and $p_{G^{-e}}(S)$ denote the probabilities that $\mathcal{A}$ outputs $S$ on $G$ and $G^{-e}$, respectively. We start with $\mathcal{A}(G)$.

Consider a string $\pi \in \{0,1\}^{r(n)}$. Let $S \in \mathcal{S}$ denote the output of $\mathcal{A}$ on input $G$ when using the string $\pi$ as its random string. Let $S'$ denote the output that is generated when running $\mathcal{A}$ on input $G^{-e}$ with $\pi$ as the random string. We move a mass of $\frac{1}{2^{r(n)}}$ (corresponding to the string $\pi$) from $p_G(S)$ to $p_{G^{-e}}(S')$ at a cost of $\frac{d_{\text{Ham}}(S,S')}{2^{r(n)}}$. Moving masses corresponding to every string $\pi \in \{0,1\}^{r(n)}$ this way, we can transform $\mathcal{A}(G)$ to $\mathcal{A}(G^{-e})$. The total cost incurred during this transformation is $\mathbb{E}_{\pi \in \{0,1\}^{r(n)}} \mathcal{H}_{\mathcal{A},\pi}(G, G^{-e})$. Therefore the earth mover’s distance between $\mathcal{A}(G)$ and $\mathcal{A}(G^{-e})$ is at most $\mathbb{E}_{\pi \in \{0,1\}^{r(n)}} \mathcal{H}_{\mathcal{A},\pi}(G, G^{-e})$. Therefore the average sensitivity of $\mathcal{A}$ is $\beta(G) \leq \mathbb{E}_{e \in E(G)} \mathbb{E}_{\pi \in \{0,1\}^{r(n)}} \mathcal{H}_{\mathcal{A},\pi}(G, G^{-e})$. Therefore, the average sensitivity of $\mathcal{A}$ is:

$$
\beta(G) \leq \mathbb{E}_{e \sim E} \mathbb{E}_{\pi \in \{0,1\}^{r(n)}} \mathcal{H}_{\mathcal{A},\pi}(G, G^{-e}) \leq \mathbb{E}_{e \sim E} \mathbb{E}_{\pi \in \{0,1\}^{r(n)}} |R_e,\pi| \leq q(G).
$$

\[\square\]
In this chapter, we define our model of erasure-resilient graph property testing, and present an algorithm and a lower bound for the problem of testing connectedness.

8.1 MODEL DEFINITION AND OUR RESULTS

The complexity of sublinear-time graph algorithms depends on how their inputs are represented. There are two standard ways to represent graphs: adjacency matrices and adjacency lists.

Testing properties of graphs represented by their adjacency matrices was first studied by Goldreich et al. (1998). Adjacency matrices are functional representations of graphs, and hence, erasure-resilient property testing of graphs represented by their adjacency matrices is already covered by our definition of erasure-resilient property testing from Chapter 3. Moreover, for properties that are closed under edge deletions or edge additions, erasure-resilient property testing reduces to standard property testing. Specifically, if a property is closed under edge additions (edge deletions), each erasure in the input adjacency matrix can be replaced with a 1 (0, respectively). Many interesting properties such as connectedness, bipartiteness, colorability, and cycle-freeness are closed under either edge addition or edge deletion and erasure-resiliently testing these properties, therefore, is already resolved.

Property testing of graphs represented by their adjacency lists was defined and studied by Parnas & Ron (2002) (by generalizing the bounded degree graph property testing model, defined and studied by Goldreich & Ron (2002)). Our model is a direct generalization of this well-studied model of graph property testing.

In this model, the study of erasure-resilient property testing raises new conceptual
challenges, since adjacency lists are non-functional representations of graphs. Additionally, there is no obvious reduction to standard property testing as in the case of adjacency matrices.

**Input representation.** We consider simple undirected graphs $G = (V, E)$ represented by their adjacency lists. Some entries in the adjacency lists of a graph $G$ could be erased. Erasures are denoted by $\bot$.

**Definition 8.1.1 (α-erased graph).** Let $\alpha \in [0, 1)$ be a parameter. An $\alpha$-erased graph over a vertex set $V$ is a union of adjacency lists of vertices in $V$, where at most $\alpha$ fraction of the entries are erased.

$G$ is a partially erased graph over a vertex set $V$ if it is an $\alpha$-erased graph for some $\alpha \in [0, 1)$. The degree of a vertex $u \in V$, denoted $\deg(u)$, is the length of the adjacency list of $u$.

**Definition 8.1.2 (Completion).** Let $\alpha \in [0, 1)$ be a parameter. A completion of an $\alpha$-erased graph $G$ is an assignment of vertex labels to erased entries in the adjacency lists of $G$ such that the adjacency lists obtained after the assignment correspond to a graph $G'$.

By definition, every partially erased graph has a completion.

**Definition 8.1.3 (Nonerased and Half-erased edges).** Let $G$ be a partially erased graph over a vertex set $V$. For vertices $u, v \in V$, the set $\{u, v\}$ is a nonerased edge in $G$ if $u$ is present in the adjacency list of $v$ and vice versa. The set $\{u, v\}$ is a half-erased edge if $u$ is present in the adjacency list of $v$ but $v$ is not present in the adjacency list of $u$, or vice versa.
Given a partially erased graph $G$, we use $m$ to denote the number of edges in any completion of $G$, that is, half the sum of lengths of the adjacency lists of all the vertices in $G$. We call this quantity the number of edges.

**Input access.** Our algorithms make queries of two types: degree queries and neighbor queries. A degree query is of the form $v \in V$ and the answer is $\text{deg}(v)$. A neighbor query is of the form $(v, i)$, and the answer is the $i^{\text{th}}$ entry in the adjacency list of the vertex $v$.

**Erasure-resilient graph property testing.** We investigate property testing on large graphs with missing edges.

**Definition 8.1.4.** Let $\alpha \in [0, 1)$, $\varepsilon \in (0, 1)$ be parameters. An $\alpha$-erased graph $G$ satisfies a property $\mathcal{P}$, if there exists a completion of $G$ that satisfies $\mathcal{P}$. An $\alpha$-erased graph $G$ is $\varepsilon$-far from a property $\mathcal{P}$, if every completion $G'$ of $G$ is different in at least $\varepsilon m$ edges from every graph that satisfies $\mathcal{P}$.

**Definition 8.1.5 (Erasure-resilient property tester).** An $\alpha$-erasure-resilient $\varepsilon$-tester for a property $\mathcal{P}$ gets parameters $\alpha \in [0, 1)$, $\varepsilon \in (0, 1)$ and query access to an $\alpha$-erased graph $G$. The tester outputs, with probability at least $2/3$,

- **accept** if $G$ satisfies $\mathcal{P}$, and
- **reject** if $G$ is $\varepsilon$-far from $\mathcal{P}$.

The tester has 1-sided error if it always accepts all input graphs $G$ that satisfy $\mathcal{P}$.

**Our results.** We show that erasure-resilient connectedness testing exhibits a threshold phenomenon. Connectedness can be $\alpha$-erasure-resiliently $\varepsilon$-tested efficiently if
\( \alpha < \varepsilon \). The time complexity of our erasure-resilient testers is identical to their query complexity.

**Theorem 8.1.6.** There exists an \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for connectedness of graphs on \( n \) vertices and \( m \) edges with query and time complexity \( O\left( \left( \frac{n}{(\varepsilon-\alpha)m} \right)^3 \right) \) that works for every \( \varepsilon \in (0, \frac{n}{m}) \) and \( \alpha \in [0, \varepsilon) \).

However, the query complexity of erasure-resiliently testing connectedness becomes \( \Omega(m) \) as soon as \( \alpha \geq \varepsilon \).

**Theorem 8.1.7.** For \( \varepsilon \in (0, \frac{n}{m}) \) and \( \alpha \in [\varepsilon, 1) \), at least \( \Omega(m) \) queries are necessary to \( \alpha \)-erasure-resiliently \( \varepsilon \)-test connectedness of graphs on \( m \) edges.

### 8.2 ERASURE-RESILIENTLY TESTING CONNECTEDNESS

In this section, we show upper and lower bounds on the query complexity of erasure-resiliently testing connectedness of graphs.

#### 8.2.1 Characterizing Graphs That Are Far from Connected

In this section, we prove some observations on \( \alpha \)-erased graphs that are \( \varepsilon \)-far from connected. Note that every completion of a partially erased graph on \( n \) vertices can be made connected by adding at most \( n - 1 \) edges. Hence, every partially erased graph on \( n \) vertices and \( m \) edges is \( \varepsilon \)-close to connectedness for all \( \varepsilon \geq \frac{n}{m} \).

**Claim 8.2.1.** Let \( \alpha \in [0, 1) \) and \( \varepsilon \in (0, \frac{n}{m}) \). Let \( G \) be an \( \alpha \)-erased graph that is \( \varepsilon \)-far from connected. Then every completion of \( G \) has at least \( \varepsilon m + 1 \) connected components.

**Proof.** Assume for the sake of contradiction that there exists a completion \( G' \) of \( G \) with \( c \) connected components such that \( c \leq \varepsilon m \). This implies that one can add \( c - 1 \) edges in order to make \( G' \) connected, which is a contradiction. \( \square \)
Definition 8.2.2 (Small and big subsets). Given a partially erased graph $G$ and parameters $\varepsilon \in (0, \frac{4}{m})$, $\alpha \in [0, \varepsilon)$, a subset of vertices in $G$ is $(\varepsilon, \alpha)$-small if it has at most $\frac{2n}{(\varepsilon-\alpha)m}$ vertices. It is $(\varepsilon, \alpha)$-big otherwise.

The size of a set is the number of entries in the union of adjacency lists of vertices in that set.

Claim 8.2.3. Let $\varepsilon \in (0, \frac{4}{m}), \alpha \in [0, \varepsilon)$. Let $G$ be an $\alpha$-erased graph that is $\varepsilon$-far from connected. Let $G'$ be an arbitrary completion of $G$. The number of $(\varepsilon, \alpha)$-small connected components in $G'$ is at least $\frac{(\varepsilon+\alpha)m}{2}$.

Proof. Consider an arbitrary completion $G'$ of $G$. The number of $(\varepsilon, \alpha)$-big connected components in $G'$ can be at most $\frac{n}{2n/(\varepsilon-\alpha)m} = \frac{(\varepsilon-\alpha)m}{2}$. By Claim 8.2.1, the total number of connected components in $G'$ is at least $\varepsilon m + 1$. Hence, the number of $(\varepsilon, \alpha)$-small connected components in $G'$ is at least $\frac{(\varepsilon+\alpha)m}{2}$. \qed

Definition 8.2.4 (Witness to disconnectedness). Given a partially erased graph $G$ over vertex set $V$, a set $C \subseteq V$ is a witness to disconnectedness of $G$ if

1. there is at most one erased entry in the union of adjacency lists of vertices in $C$,

2. every nonerased entry in the union of adjacency lists of vertices in $C$ is a vertex from $C$,

3. if there is an erased entry in the adjacency list of $u \in C$, then the degree of $u$ is equal to the number of times $u$ appears as an entry in the union of adjacency lists of vertices in $C$, and

4. if $u$ is present in the adjacency list of $v$ and $v$ is absent from the adjacency list of $u$, every vertex in $C$ is reachable from $v$ via a BFS.
Conditions 2, 3 and 4 in Definition 8.2.4 can be restated as:

3. The only erased entry, if any, in the union of adjacency lists of vertices in $C$ is part of a half-erased edge within $C$.

2. & 4. $C$ forms a single connected component in every completion of $G$.

Claim 8.2.5. Let $\varepsilon \in (0, \frac{\alpha}{m})$, $\alpha \in [0, \varepsilon)$. Let $G$ be an $\alpha$-erased graph that is $\varepsilon$-far from connected. There are at least $\frac{(\varepsilon-\alpha)m}{2}$ witnesses to the disconnectedness of $G$. Moreover, the size of each such witness is at most $\left(\frac{2n}{(\varepsilon-\alpha)m}\right)^2$.

Proof. Consider an arbitrary completion $G'$ of $G$. By Claim 8.2.3, the number of $(\varepsilon, \alpha)$-small connected components in $G'$ is at least $\frac{(\varepsilon+\alpha)m}{2}$.

Let $C_1, C_2, \ldots C_k \subset V$ denote the sets of vertices corresponding to the $(\varepsilon, \alpha)$-small connected components in $G'$. Since each $C_i$ is an $(\varepsilon, \alpha)$-small connected component in $G'$, the number of edges in the subgraph of $G'$ induced on $C_i$ is at most $\left(\frac{2n}{(\varepsilon-\alpha)m}\right)^2$. Hence, the size of $C_i$ is at most $\left(\frac{2n}{(\varepsilon-\alpha)m}\right)^2$.

Consider a set $C_i$. If the union of adjacency lists of vertices in $C_i$ has no erased entries (with respect to $G$), then $C_i$ is a witness to disconnectedness of $G$.

Next, assume that the union of adjacency lists of vertices in $C_i$ has exactly one erased entry, where the adjacency lists are with respect to $G$. Let $u \in C_i$ be the vertex whose adjacency list contains the erased entry. Since $C_i$ is a connected component in $G'$, this erased entry was completed with the label of another vertex $v \in C_i$. This implies that $u$ is present in the adjacency list of $v$. Moreover, for each nonerased entry $v'$ in the adjacency list of $u$, the entry $u$ is present in the adjacency list of $v'$. Hence, the degree of $u$ is equal to the number of times $u$ appears as an entry in the union of adjacency lists of vertices in $C_i$. Additionally, every vertex in $C_i$ is reachable from $v$ via a BFS, since $C_i$ forms a single connected component in the completion $G'$ and the only erased entry in $C_i$ is in the adjacency list of $u$ (which gets completed by $v$).
It is also clear that every nonerased entry in the union of adjacency lists of vertices in \( C_i \) belong to \( C_i \). Therefore, \( C_i \) is a witness to disconnectedness of \( G \).

From the preceding argument, we can see that a set \( C_i \) is a witness to disconnectedness of \( G \) if the union of adjacency lists of vertices in \( C_i \) has at most one erased entry, where the adjacency lists are with respect to \( G \).

The total number of erased entries in the adjacency lists of \( G \) is at most \( \alpha \cdot 2m \). The number of \( C_i \)'s such that the union of the adjacency lists of vertices in \( C_i \) has at least two erased entries is at most \( \alpha \cdot m \). Hence, there are at least \( \frac{(\varepsilon + \alpha)m}{2} - \alpha m = \frac{(\varepsilon - \alpha)m}{2} \) witnesses to disconnectedness of \( G \) with size at most \( \left( \frac{2n}{(\varepsilon - \alpha)m} \right)^2 \).

### 8.2.2 Erasure-Resilient Connectedness Tester

In this section, we describe and analyze a 1-sided error erasure-resilient connectedness tester and prove Theorem 8.1.6. Our tester is specified in Algorithm 8.1.

**Algorithm 8.1 Erasure-Resilient Connectedness Tester**

**Input:** \( \varepsilon \in (0, \frac{n}{m}) \), \( \alpha \in [0, \varepsilon) \); oracle access to \( \alpha \)-erased adjacency lists \( G \)

1. repeat \( \lceil \ln 3 \cdot \frac{2n}{(\varepsilon - \alpha)m} \rceil \) times:
   2. Sample a vertex \( s \) uniformly and independently at random.
   3. Run a BFS starting from \( s \) for at most \( \left( \frac{2n}{(\varepsilon - \alpha)m} \right)^2 \) queries.
   4. if the BFS from Step 3 stops before making \( \left( \frac{2n}{(\varepsilon - \alpha)m} \right)^2 \) queries then
      5. Reject if the set of vertices reached by the BFS is a witness to disconnectedness of \( G \).
   6. Accept.

**Lemma 8.2.6.** Algorithm 8.1 is an \( \alpha \)-erasure-resilient \( \varepsilon \)-tester for connectedness with query complexity \( O \left( \left( \frac{n}{\varepsilon - \alpha} \right)^3 \right) \) that works for every \( \varepsilon \in (0, \frac{n}{m}) \) and \( \alpha \in [0, \varepsilon) \). Moreover, the time complexity of Algorithm 8.1 is identical to its query complexity.

**Proof.** Consider an \( \alpha \)-erased graph \( G \) over vertex set \( V \). Assume that \( G \) is connected. Consider an arbitrary \( C \subset V \). Since \( G \) is connected, there exists a completion \( G' \) of
such that \( G' \) is connected. Therefore, there exists vertices \( u \in C \) and \( v \in V \setminus C \) such that the adjacency list of \( u \) in \( G' \) contains \( v \). Hence, \( C \) is not a witness to disconnectedness of \( G \). Therefore, the tester accepts \( G \).

Next, assume that \( G \) is \( \varepsilon \)-far from connected. Let \( B \) denote the set of all \( (\varepsilon,\alpha) \)-small witnesses to disconnectedness of \( G \). Let \( C \subseteq V \) be an element of \( B \). There exists at least one vertex \( x \in C \) such that a BFS starting from \( x \) reaches every vertex in \( C \). If the union of adjacency lists of vertices in \( C \) does not contain any erased entries, then every vertex in \( C \) is reachable from every other vertex in \( C \). Otherwise, condition 3 of Definition 8.2.4 guarantees the existence of such a vertex. If Algorithm 8.1 samples such a vertex, it will detect a witness to the disconnectedness of \( G \) and reject.

Therefore, the probability that the Algorithm 8.1 rejects in a single iteration is at least \( \frac{|B|}{n} \geq \frac{(\varepsilon - \alpha)m}{2n} \). Hence, the probability that Algorithm 8.1 accepts is at most

\[
\left(1 - \frac{(\varepsilon - \alpha)m}{2n}\right)^{\left\lceil \frac{2n}{(\varepsilon - \alpha)m} \ln 3\right\rceil} < \exp(-\ln 3) = \frac{1}{3}.
\]

Thus, Algorithm 8.1 rejects with probability at least \( \frac{2}{3} \).

The number of queries made by Algorithm 8.1 in Step 3 is \( O\left(\left(\frac{n}{(\varepsilon - \alpha)m}\right)^2\right) \). Thus, the query complexity of Algorithm 8.1 is \( O\left(\left(\frac{n}{(\varepsilon - \alpha)m}\right)^3\right) \).

Checking (in Step 5) whether a set \( C \) is a witness to disconnectedness of \( G \) can be done by making a constant number of passes over the union of adjacency lists of vertices in \( C \). Since we perform this check only for sets \( C \) of size \( O\left(\left(\frac{n}{(\varepsilon - \alpha)m}\right)^2\right) \), the time complexity of Algorithm 8.1 is \( O\left(\left(\frac{n}{(\varepsilon - \alpha)m}\right)^3\right) \). \( \square \)

8.2.3 Erasure-Resilient Connectedness Testing: A Lower Bound

In this section, we prove Theorem 8.1.7.
Proof of Theorem 8.1.7. We apply Yao’s minimax principle (as stated by Raskhodnikova & Smith (2006)). Specifically, we construct distributions $D_{\text{yes}}$ and $D_{\text{no}}$, the former over connected graphs and the latter over graphs that are $\varepsilon$-far from connected, such that every deterministic $\alpha$-erasure-resilient $\varepsilon$-tester for connectedness makes $\Omega(m)$ queries to distinguish the two distributions.

Fix $t \in \mathbb{N}$. Let $k$ be an even number and let $n = kt + 1$. We first construct two partially erased graphs $G_1$ and $G_2$, containing $n$ vertices each. The vertex sets of both $G_1$ and $G_2$ are partitioned into $k + 1$ parts. Each of the first $k$ parts has $t$ vertices which induce a cycle. In each part, there is exactly one vertex with degree 3. Its adjacency list contains its neighbors on the cycle and one $\perp$. The last part contains a single vertex $v^\star$. In $G_1$, the adjacency list of vertex $v^\star$ has length $k$ and contains the labels of the degree-3 vertices in the cycles. In $G_2$, the vertex $v^\star$ is isolated; that is, its adjacency list is empty. We mention that $v^\star$ is simply a shorthand to denote the vertex belonging to this single-vertex part and is not the label of that vertex. See Figure 8.1 for a representation of $G_1$ and $G_2$.

The fraction of erased entries in the adjacency lists of $G_1$ and $G_2$ are $\frac{1}{2t+1}$ and $\frac{1}{2t+2}$, respectively. That is, $G_1$ and $G_2$ are both $\alpha$-erased graphs for $\alpha = \frac{1}{2t+1}$.

We can obtain a connected completion of $G_1$ by connecting the vertex $v^\star$ to the degree-3 vertices in the $k$ connected components. However, at least $\frac{k}{2}$ edges need to be added to every completion of $G_2$ to make it connected. Hence, $G_2$ is $\varepsilon$-far from connected for every $\varepsilon \leq \frac{k/2}{kt+k/2} = \frac{1}{2t+1} = \alpha$.

Description of distributions $D_{\text{yes}}$ and $D_{\text{no}}$. We define the two distributions $D_{\text{yes}}$ and $D_{\text{no}}$ as uniform distributions over the set of all partially erased graphs isomorphic to $G_1$ and $G_2$, respectively. Each partially erased graph sampled from $D_{\text{yes}}$ is connected. Each partially erased graph sampled from $D_{\text{no}}$ is $\varepsilon$-far from connected for all $\varepsilon \leq \alpha$. 
Claim 8.2.7. Every deterministic algorithm $A$ has to make $\Omega(kt)$ queries to distinguish $\mathcal{D}_{yes}$ and $\mathcal{D}_{no}$ with probability at least $2/3$.

Proof. We make Definition 8.2.8 to ease the exposition of the proof.

Definition 8.2.8 (Queried, seen, and unknown vertices). Given a particular execution of $A$, we say that a vertex $v$ is (1) queried if $A$ has made some query about the adjacency list of $v$, and (2) seen if $A$ has received $v$ as an answer to one of its queries but never queried the adjacency list of $v$. The vertices that are neither queried nor seen are unknown.

Let $q$ denote the number of queries made by $A$. The vertex $v^*$ is unknown before $A$ makes its first query. It is impossible for the status of $v^*$ to become seen, since $v^*$ is not connected to any other vertex in the partially erased graphs sampled from either $\mathcal{D}_{yes}$ or $\mathcal{D}_{no}$. Let $E_i$ for $i \in [q]$ denote the event that $v^*$ is queried for the first time in the $i$-th query. The event $E_i$ occurs if the algorithm queries an unknown vertex in
its $i$-th query and that vertex happens to be $v^*$. Therefore, the probability of $E_i$ is at most $1/(kt + 1 - i)$.

We now calculate the probability of the event that $v^*$ is a queried vertex by the end of an execution of $A$, where the probability is taken over the randomness in the distribution from which the partially erased graph is sampled. By the union bound, the probability of this event is at most

$$\sum_{i \in [q]} \Pr [E_i] \leq \frac{q}{kt + 1 - q} = \frac{1}{7} < \frac{1}{6},$$

for $q = \frac{kt + 1}{8}$.

If $v^*$ is not a queried vertex by the end of a particular execution, then the view of the partially erased graph obtained by $A$ in that execution could have been generated from a partially erased graph sampled according to either $D_{\text{yes}}$ or $D_{\text{no}}$ with equal probability. Therefore, an execution of $A$ cannot distinguish $D_{\text{yes}}$ and $D_{\text{no}}$ with probability more than 1/2, conditioned on $v^*$ not being a queried vertex in that execution. Therefore, the probability that $A$ distinguishes $D_{\text{yes}}$ and $D_{\text{no}}$ is at most $\frac{1}{2} + \frac{1}{7} < \frac{2}{3}$. $\square$

Note that $m \leq kt + k$. Thus, every algorithm that uses only degree and neighbor queries has to make $\Omega(m)$ queries to erasure-resiliently test connectedness. $\square$
CHAPTER 9
Conclusions and Open Problems

The key contributions of this thesis involve developing new models and metrics to reason about algorithms that analyze large datasets containing missing entries. We believe that this is an important step towards enhancing the understanding of computation in the presence of large faulty datasets. Our work leaves open several directions for future research in this field. One of the most important directions is to expand the study of erasure-resilience to other models of sublinear algorithms such as streaming and sketching algorithms (Alon et al. (1999)), local algorithms (Rubinfeld et al. (2011)) and massively parallel algorithms (Karloff et al. (2010)). We list more specific open questions below.

**Adaptivity in erasure-resilient testing.** Most of our efficient (and in some cases, optimal) erasure-resilient testers from Chapter 3 are adaptive. Examples include our testers for monotonicity and convexity over the line, $[n]$. Designing nonadaptive erasure-resilient testers for these and other important properties is an interesting open question.

**Better erasure-resilient monotonicity testers for hypergrid domains.** The fraction of erasures that our erasure-resilient monotonicity tester (Chapter 3) for hypergrid domains, $[n]^d$, can tolerate decreases inversely with the dimension $d$. We also show that an inverse dependence on $\sqrt{d}$ is necessary for all testers that work by sampling axis-parallel lines uniformly at random and then testing monotonicity on them. It is an interesting combinatorial question to determine, for a function that is far from monotone, the exact tradeoff between the fraction of erasures and the fraction of axis parallel lines that are far from monotone. Another direction is to
design better erasure-resilient monotonicity testers for the case of the hypercube, \([2]^d\); the optimal standard monotonicity testers for this case do not rely on the axis-parallel line strategy (Khot et al. (2018)).

**Local list decoding from erasures.** Another important open question raised by our work is whether local list decoding is significantly easier in terms of the query complexity, the list size, or the rate of codes when corruptions are in the form of erasures. The same question can be asked about approximate local list decoding. Our local list erasure-decoder for the Hadamard code shows that there is some advantage for having erasures over errors, in terms of the list size and query complexity, for some settings of parameters. A positive or negative answer to this question, combined with our result on the equivalence of errors and erasures in the local decoding regime, will enhance the understanding of whether local list decoding is an inherently more powerful model when compared to local decoding.

**Erasure-resilient testing in different erasure models.** In this work, we discussed both the oblivious as well as the semi-oblivious adversarial model of erasure generation. A natural question to study is whether our semi-oblivious linearity tester is optimal. Other questions include testing linearity (and other properties) against more general \(b\)-semi-oblivious adversaries that can erase at most \(b\) points before seeing each query of the tester, where \(b \in \mathbb{N}\). Moving away from adversarial erasure oracles, one can also consider oracles that generate erasures according to some distribution and study erasure-resilient property testing in those models.

**Average sensitivity bounds for other optimization problems.** In Chapter 7, our focus was exclusively on designing stable-on-average algorithms for optimization
problems concerning graphs. However, our definition of average sensitivity extends to algorithms for most optimization problems. It is thus natural to ask whether one can design stable-on-average approximation algorithms for other optimization problems.
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